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Preface

We shape our tools

and thereafter they shape us.

John M. Culkin

A strong connection exists between the developments of tools and technology
and the progress in creative-artistic disciplines. This holds especially for music
and sonic art. This interaction manifests itself from the early investigations of
Kircher (1684) starting in the 16th century. Kircher proposes the integration
of acoustic effects (e.g., acoustic echo) in the composing process. With further
progress in the field of room acoustics the development of performance practice
was strongly influenced as described by Forsyth (1985) et al. Nowadays, even
more interaction exists due to the extensive developments in the field of audio
engineering. Several directions of music depend strongly on the developments
of electronic musical instruments and dedicated tools for sound design. This
work makes a contribution in the field of spatial sound design because the au-
thor beliefs that such will play an in important role in the further evolution
of sonic arts and music. This thesis introduces the concept of Spatial Sound
Design based on measured room impulse responses. For the first time, a com-
plete processing chain for spatial sound design including interaction design is
described. For this reason, the author has studied the state-of-the-art in each
segment and developed a complete system. The processing chain consists of
Wave Field Analysis, Room Impulse Response Analysis, Interaction and Spa-
tial Sound Reproduction. Beside defining the processing chain, emphasis was
laid on investigating the limits of a practical system. This is done by choosing
a possible state-of-the-art realization for each required step and analyzing the
limits compared to the desired situation.
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Chapter 1

Introduction

1.1 Spatial Sound Reproduction

Developments in the area of spatial sound reproduction have led to a large
variety of established audio systems. Besides experimental set-ups used by the
acoustic avantgarde especially in the area of electronic music (Baalman, 2008),
several systems are used in the area of movie sound reproduction (Yewdall,
1999) (Rumsey, 2001). This industry is a driving force to bring spatial audio
to a large audience. Several development lines and approaches for the repro-
duction of spatial audio can be found.

A closer look at current developments shows a strong convergence in several sys-
tems. On the one hand, Stereophonic Systems are extended and growing from
two channels via the ITU-R BS.775 surround setup (Rumsey, 2001) to larger
systems like 22.2 (Hamasaki et al., 2005). On the other hand, sound field repro-
duction systems aiming to reconstruct an acoustic field like Wave Field Synthe-
sis (WFS) (Berkhout et al., 1993) and Ambisonics (Gerzon, 1973), are on the
verge of being available on the market. The convergence of loudspeaker based
reproduction systems (aiming to reproduce a sound field) is an actual point
of research and discussion within the scientific community as started by Nicol
(1999) and more recently investigated by Ahrens (2010). Additionally, binaural
reproduction is established especially for simulation and auralization applica-
tions and psychoacoustic research. Furthermore, there are several reproduction
systems trying to combine the advantages of different systems (e.g., Binaural
Sky (Menzel et al., 2005), Binaural Room Scanning (Mackensen et al., 1999),
WFS with Vector Based Amplitude Panning (VBAP) (Pulkki, 1997)).

With spatial reproduction systems only very few applications are aiming for
a natural reproduction of a recorded situation. In most cases the aim is to

1



Chapter 1 Introduction

communicate artistic messages or ideas:

• A recorded music performance transformed to a spatial reproduction by
sound engineers.

• A pure virtual piece of music (e.g., pop music produced in a studio or
electronic music).

• A virtual piece of acoustic art (e.g., radio drama).

• An audio-visual artwork (e.g., a movie and its corresponding sound track).

Most applications do not reproduce a real acoustic environment. The spatial
audio scene is a pure virtual construct. The development and realization of
such a scene is termed sound design. The sound designer tries to communicate
an acoustical idea and needs to transform this abstract concept into acoustic
reality in a given environment with a given reproduction system. Such a con-
cept of sound is not necessarily described by the use of physical models in terms
of geometrical room models with an arrangement of real sound sources. Fur-
thermore, such an acoustic idea does not and should not depend on a particular
reproduction system.

1.2 Spatial Sound Design

As explained in the previous section, many applications use a spatial sound
reproduction system to reproduce a designed virtual acoustic scene.

During the last decades of audio signal processing development, a countless
number of tools for the modification of single audio streams1 have been devel-
oped (e.g., Equalizer, Compressor, Modulation effects). All these tools can be
used to modify a property of an audio stream. The sound designer transforms
his acoustic idea into a parameter set for processing devices to reach his goals of
acoustic communication. Beside the artistic knowledge, a strong background
in signal processing and the interaction of both is required. Especially, the
perceptual effect of a modification of a property of an audio stream is the key
element in the know-how of a sound engineer, sound designer or Tonmeister.

In contrast, the process of spatial sound design2 modifies the spatial properties

1The term audio stream is used for a single audio signal in the digital or analog domain.
2The term ’spatial sound design’ was used in a different meaning by Herder and Novotny
(2003) and Herder (1998) in the context of spatial sound reproduction in virtual environ-
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1.2 Spatial Sound Design

of an audio stream including its position, direction, orientation in a virtual
room and the room itself. The simulation of an acoustic environment is one
aspect, but also its direction-dependent visualization and modification by the
user (e.g., a direction-dependent editing of the early reflections of a virtual
source).

Spatial Sound Design is defined as the direction-dependent application of signal
processing to a single audio stream and its spatial reproduction.

In comparison to the variety of tools that process a single stream, the number
and possibilities of spatial sound design tools have been very limited till now.
In current systems the spatial layout of an acoustic scene becomes more im-
portant, but the tools for spatial sound design are limited. Often the common
tools are specific to a single reproduction system. Furthermore, the effort is
concentrated on the task of direct sound positioning (Meltzer et al., 2008) or
on integrating the simulation of distance (Hamasaki et al., 2004).

For the sound design process, there are two possible models:

1. The virtual acoustic scene is referred to as an object-oriented virtual
reality composed of sound objects and sound manipulating objects (e.g.
walls). An acoustic environment as it can be found in the physical world
is modeled.

2. The virtual acoustic scene and corresponding acoustic field are visual-
ized3 (direction-dependent) in terms of direction-dependent perceptual
or physical properties, but without a representation of physical possible
objects or sound sources.

The first model limits the sound designer by physical constraints, which are
part of the scene description and have to be implemented on basis of simula-
tions. Moreover, the sound designer has to adapt his acoustic idea to simulated
objects. A more intuitive way to modify the sound field is a direct interaction
with a graphical representation as given in the latter approach.

The main objective of this thesis is to develop a spatial sound design sys-
tem, which is not bounded by descriptions of physical and geometrical room
acoustics and of which the interaction principles are independent of the repro-
duction system. The focus of this work lies on the sound design in terms of

ments.
3Visualization of a physical properties along the room dimensions e.g. sound pressure snap-
shot or impulse responses.
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User interface

Wave-field
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Static
interaction

Dynamic
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Wave-field
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Directional
sound field processing

Reproduction
system

adaptation

Reproduction
system

Signal processing layer

Adaptation layer

1 2 3 4

5 6 7

8

Figure 1.1: Basic block diagram of the system developed in this thesis.

acoustic environments, but the introduced principles can easily be extended.
It is important to notice that the basic material for sound design is the anal-
ysis of existing rooms. Using the principles of Spatial Sound Design these can
be modified. At this point a geometrical or physical correspondence is not
required.

1.3 Spatial Sound Design Independent of the
Reproduction System

For the derivation of spatial sound design principles that are independent of
the reproduction system, the following boundary conditions are assumed:

• An acoustic field can be represented as a superposition of plane waves in
the far field of its sources.

• A room can be treated as a linear time-invariant (LTI) system so that it
can be fully characterized by its impulse response (IR).

As a result, the sound field in a given point can be fully described by a plane
wave decomposition of its room impulse response (RIR). Furthermore, based
on a plane wave decomposition, the sound field can easily be extrapolated to
another point as well as adapted to a specific reproduction system. This adap-
tation is also part of the sound design process. These assumptions lead to a
general system shown in Figure 1.1. The block diagram also represents the
structure of this thesis. An acoustic environment has to be captured and ana-
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1.4 Outline of the Thesis

lyzed to serve as a basis for the directional sound field processing. For interac-
tion purposes, the acoustic scene is represented as a plane wave decomposition
from the perspective of the sound designer. This representation is visualized.
For the visualization step it is important to extract and present the informa-
tion that is correlated to the perception and avoid redundant information. The
user can take advantage of several tools to modify the graphical representa-
tion in the interaction process. In this step it is important to make changes
directly audible and to make the interaction process as efficient as possible.
The modified plane wave decomposition is adapted to the target reproduction
system using parameters specified by the sound designer. The result of the
adaptation process is system specific data required for reproduction. During
the reproduction a user can modify several parameters of the acoustic scene in
a dynamic interaction process.

1.4 Outline of the Thesis

The mathematical and physical basics required for the developments in the
subsequent chapters are briefly reviewed in Chapter 2. In Chapter 3, meth-
ods and analysis techniques to achieve a plane wave decomposition based on
spherical microphone array measurement data are studied. After a short review
of alternative analysis techniques, the cardioid open sphere spherical array is
studied in detail. The influence of various measurement errors on the result
of the measurements is investigated. The application of spherical microphone
arrays to room impulse response analysis is discussed in Chapter 4. The re-
quired task of segmentation and extraction of single events from the measured
field is discussed. The result of such analysis delivers the basis for interaction
and visualization. A method for archiving the measurements is also developed.
The extrapolation of measured acoustic fields and its limitations are studied
in Chapter 5. Chapters 3 to 5 corresponds to block (1) and (2) in Figure 1.1.
The adaptation layer will be treated in Chapter 6. This includes the visual-
ization techniques (5) as well as interaction (6, 7) and the user interface (8)
of such a system. A taxonomy of impulse response visualizations is developed
and extended by new visualization techniques for the direction-dependent vi-
sualizations. Based on these visualizations the concept of shaping surfaces is
introduced and used for editing of time variant filtering and spatial editing. The
classification into static interaction and dynamic interaction will be given and
all steps of the interaction process are studied in detail. A new user interface
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concept will be introduced and a prototype system based on conventional user
interface elements is described. The adaptation to three different reproduction
systems (3) (4) is presented in Chapter 7. The adaptations are developed in
view of single user reproduction. While this is typical for binaural reproduction
and stereophonic reproduction, a new approach for user-dependent optimiza-
tion of wave field synthesis will be developed. The generation of reproduction
data and the dynamic interaction process is studied from a signal processing
point of view.

In Chapter 8 special attention is given to the influence of objective errors on
the perceived quality. For wave field synthesis, the concept of user-dependent
reproduction is developed and verified in a listening experiment. For binau-
ral reproduction and stereophonic reproduction the influence of measurement
errors in spherical array systems is evaluated.

Chapter 9 gives a summary of the complete work and its contributions. Future
work is outlined form the author’s perspective and a future vision of spatial
sound design concludes this thesis.
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Chapter 2

Fundamentals

This chapter gives an overview of the mathematical as well as the general
fundamentals and definitions required for the subsequent chapters of this thesis.
Sections 2.1 to 2.3 summarize the derivation of the wave equation and its
specific solutions in different coordinate systems. The Kirchhoff-Helmholtz
integral is reviewed in Section 2.4. The short time Fourier transform (STFT) is
reviewed in Section 2.5. The description of parametric surfaces as non-uniform
rational B-Splines is given in Section 2.6. The measurement of correlation and
coherence is introduced in Section 2.7.

2.1 Acoustic Wave Equation

This section follows (Williams, 1999), (Hulsebos, 2004) and (Spors, 2005). For
the derivation of the homogeneous acoustic wave equation1, the following as-
sumptions are made:

1. In the entire region under consideration, the physical properties (e.g.,
density, temperature) of the medium are independent of the position:
the medium is a homogeneous propagation medium.

2. A quiescent propagation medium is assumed, which assures a time inde-
pendence without movement of the medium.

3. An ideal gas as propagation medium enables the application of the laws
for an ideal gas.

1The wave equation describes the propagation of acoustic pressure or particle velocity as a
function of space and time in a medium. The case of a source-free region is covered by
the homogeneous wave equation.
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x

y

z

p(x, y, z) + Δx ∂p
∂xp(x, y, z)

Δx
Δy

Δz

Figure 2.1: Infinitesimal volume element used for the derivation of Euler’s equation.

4. State changes in the gas are modeled as adiabatic processes.

5. The perturbations of pressure and density due to wave propagation are
small compared to the static pressure po and the static density �o. As
a result the field variables and medium characteristics can be linearized
around an operating point.

A detailed discussion of these assumptions can be found in (Möser, 2007),
(Giron, 1996) based on the work of Pierce (1981), or (Morse and Ingard, 1968).
The assumptions are appropriate for scenarios in which acoustic wave prop-
agation in rooms and air is considered. Two fundamental physical principles
are used to derive the wave equation: the momentum equation and the con-
servation of mass. The momentum equation relates the force applied to an
infinitesimal volume element to the acceleration of this volume element as a
result of the force. For the derivation of Euler’s equation, first an infinitesimal
volume element of fluid ΔxΔyΔz as shown in Figure 2.1 is assumed. Due to
the pressure p(x, y, z) in the medium all six faces will experience forces. Pres-
sure is a scalar quantity of the unit of force per unit area [N/m2] or Pascal [Pa].
Positive values correspond to a compression while negative values correspond
to expansion. If the pressure at the left face of the volume element in Figure 2.1
is positive, a force will be exerted in the positive x direction. The magnitude
of this force is given by p(x, y, z)ΔyΔz. The pressure on the opposite face
p(x + Δx, y, z) is exerted in the negative x direction. The force on the right
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2.1 Acoustic Wave Equation

hand side is expanded in a Taylor series up to the first order:

p(x, y, z) + Δx
∂p

∂x
. (2.1)

The total force exerted on the volume in the x direction can then be given as

Fx = [p(x, y, z)− p(x+Δx, y, z)] ΔyΔz = −ΔxΔyΔz
∂p

∂x
. (2.2)

where F is the force with Fx as its x-component. Using Newton’s equation

Fx = max = m
∂u

∂t
, (2.3)

with t denoting the time, u denoting the velocity component in the direction of
the unit vector in the x-direction defined by Eq.(2.6) and the mass m is given
as m = �0ΔxΔyΔz, �0 being the fluid density yielding2

�0
∂u

∂t
= −∂p

∂x
. (2.4)

The combination of the same analysis for the y and z direction using vector
notation results in the Euler equation:

�0
∂v(x, t)

∂t
= −∇p(x, t), (2.5)

where v(x, t) represents the velocity vector at the position x in the medium
given by

v = uex + vey + wez. (2.6)

The gradient or nabla operator ∇ is defined as (Bronstein et al., 1995):

∇ ≡ ∂

∂x
ex +

∂

∂y
ey +

∂

∂z
ez. (2.7)

2According to assumption (1) it is a constant because the medium is assumed to be homo-
geneous.
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Chapter 2 Fundamentals

The mathematical formulation of the conservation of mass3 is given by:

∂�

∂t
+ �∇v(x, t) = 0. (2.8)

� denotes the density of the propagation medium and v(x, t) the particle veloc-
ity at the position x. The relation between the time derivative of the density
and the acoustic pressure can be found, if assumptions (3)-(5) given on page 7
are assured (Blackstock, 2000):

∂p(x, t)

∂t
= c2

∂�(t)

∂t
. (2.9)

In Eq. (2.9) c denotes the speed of sound. In case of the medium air under
typical conditions (T = 20◦C, 50% rel. humidity) c = 343m

s . Eq. (2.9) can
be used to eliminate the temporal drivative of the density � in Eq. (2.8). If
assumption (5) is valid, the result is

− ∂p(x, t)

∂t
= �0c

2∇v(x, t). (2.10)

Eq. (2.5) and Eq. (2.10) in conjunction with initial and boundary conditions
form a complete set of first order linear partial differential equations with a
unique solution. They can be converted to a single second order equation.
For this purpose the time derivative of Eq. (2.10) is taken and inserted into
Eq. (2.5). This results in the homogeneous wave equation given by

∇2p(x, t)− 1

c2
∂2

∂t2
p(x, t) = 0, (2.11)

where the Nabla operator is defined as (Bronstein et al., 1995)

Δ = ∇ · ∇ = ∇2. (2.12)

3For a fixed volume inside a fluid the net mass at any time can be taken as the volume
integral of the density representing the local average of mass per unit volume in the
vicinity of a spatial point. Conservation of mass requires that the time rate of change of
the mass is equal to the net mass per unit time entering the volume through the confining
surface (Pierce, 1981).
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Eq. (2.11) can be transformed to the frequency domain using a Fourier trans-
form as given in Appendix A.2.1, resulting in:

∇2P (x, ω) +
(ω
c

)2
P (x, ω) = 0. (2.13)

This equation is known as the Helmholtz equation. The term ω/c is abbreviated
as the acoustic wavenumber:

k2 =
(ω
c

)2
. (2.14)

Eq. (2.14) gives the connection between the acoustic wavenumber k and the
temporal frequency ω = 2πf . For this reason, variables depending on the tem-
poral frequency ω can be defined by equations including only the wavenumber
k = k(ω).

Solution of the wave equation The acoustic wave equation describes the
propagation for a free-field case of a source free volume. To come to a specific
solution, information about the boundaries and the sources are required:

1. Initial conditions

2. Acoustic sources

3. Boundary conditions

Depending on the specific problem (e.g. measurement setup), it is convenient
to choose a specific coordinate system. In the next section the wave equation
in different coordinate systems will be discussed.

2.2 Wave Equation in Cartesian Coordinates

The homogeneous wave equation derived in Section 2.1 can be formulated in
Cartesian coordinates as

∇2p(x, t)− 1

c2
∂2

∂t2
p(x, t) = 0. (2.15)
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The Nabla operator expressed in Cartesian coordinates is

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
. (2.16)

A solution of the homogeneous wave equation will be obtained by separation
of variables (Williams, 1999). The tempo-spatial dependence of the pressure
p(x, t) can be separated into individual functions of the different spatial coor-
dinate axes and the time:

p(x, t) = p(x, y, z, t) = px(x)py(y)pz(z)pt(t). (2.17)

The solution of the Helmholtz equation for the separated function is by (Ziomek,
1995)

p(x, ω) = Ax(ω)e
−ikxx +Bx(ω)e

+ikxx, (2.18a)

p(y, ω) = Ay(ω)e
−ikyy +By(ω)e

+ikyy, (2.18b)

p(z, ω) = Az(ω)e
−ikzz +Bz(ω)e

+ikzz, (2.18c)

where A〈·〉(ω) and B〈·〉(ω) represent arbitrary constants to be solved on the
boundary conditions. By applying vector notation as given in Appendix A.1,
the result is

P (x, ω) = A(ω)e−ikx +B(ω)eikx. (2.19)

Eq. (2.19) satisfies the homogeneous wave equation in the frequency domain
as long as

k2 = k2x + k2y + k2z . (2.20)

Since k is constant, the three wavenumber components are not independent of
each other (Williams, 1999). A maximum of two can be chosen as independent
variables, the third one is dependent. For the two independent variables there
are no restrictions, they can extend over all real numbers. It is important to
notice that Eq. (2.20) also includes the case of evanescent waves. Evanescent
waves have relevance in the studies of radiation from plates and wave reflec-
tion and transmission between two different media. Since, only the far field
of sources and boundaries is investigated in this work, the reader is referred
to (Williams, 1999) for a detailed treatment of evanescent waves. Eq. (2.19)
represents a plane wave solution to the wave equation. Since wave propaga-
tion in free space is considered here, meaning wave propagation in absence on
boundaries, reflected waves do not exist. Therefore, if a plane wave is initially
traveling in the positive x,y,z direction there will be no reflected wave traveling
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2.2 Wave Equation in Cartesian Coordinates

in the negative x,y,z direction resulting in (Ziomek, 1995):

B(ω) = 0. (2.21)

To analyze the time dependence in Eq. (2.19), the constant in Eq. (2.19) is set
to

A(ω) = 2πC(ω)δ(ω − ω0), (2.22)

where C(ω) represents an arbitrary constant, hence

P (x, ω) = 2πC(ω)δ(ω − ω0)e
ik·x. (2.23)

To arrive at the plane wave in the time domain, the inverse temporal Fourier
transform given in Appendix A.2.1of Eq. (2.23) is taken

p(x, t) = Aei(k·x−ω0t). (2.24)

This solution of the the wave equation is also known as a form of the solution
of d’Alembert (Pierce, 1981) given in general as

p(x, t) = f(ct− n · x), (2.25)

where f 〈·〉 denotes an arbitrary function and n a normal vector indicating the
direction of the plane wave (normal to the plane of constant value). It can be
related to the wave vector with

k =
ω

c
n. (2.26)

The vector k will be denoted as the wave vector of a plane wave. The acoustic
dispersion relation Eq. (2.14) relates the acoustic wave number k to the fre-
quency ω. In view of Eq. (2.26), the length of the wave vector is related to
a specific frequency. As a result, each wave vector belongs to a specific fre-
quency ω0 (Spors, 2005). A signal eiω0t is called monochromatic. The angular
frequency is related to the frequency f0 by

f0 =
ω0

2π
, (2.27)

where f0 is the number of cycles per second the signal exhibits given in Hertz
Hz. A plane-wave can be represented using the condensed notation (Williams,
1999)

P (x) = eik·x. (2.28)
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Chapter 2 Fundamentals

Plane waves with arbitrary spectrum can be generated by a superposition of
monochromatic plane waves with different frequency dependent weights, but
with the same direction of the wave vector. It is important to note that the
magnitude of a monochromatic plane wave does not depend on the coordinates
in space (see Figure 2.2 for a monochromatic plane wave). Furthermore, it can
be shown that for plane waves the pressure p and the particle velocity v differ
only in their absolute values and have always an equal phase (Williams, 1999).
A detailed discussion on plane waves including the special case of evanescent
waves can be found in (Williams, 1999) and (Ziomek, 1995).

x [m]

y
[m

]

−1

−1

−0.5

−0.5

0

0

0.5

0.5
1

1

Figure 2.2: Pressure field of a f0 = 1kHz plane wave in the xy-plane. The gray level
illustrates the amplitude.

Plane-Wave Expansion The homogeneous wave equation is fulfilled by the
d’Alemberts solution for all possible choices of n. As a result, arbitrary solu-
tions of the wave equation can be expressed as a superposition of plane waves
traveling into all possible directions. If the frequency domain formulation of a
plane wave is used, an arbitrary wave field can be expressed as a superposition
of all possible wave vectors (Spors, 2005).

2.3 Wave Equation in Spherical Coordinates

In this section, the solution of the wave equation using spherical coordinates
as defined in Appendix A.1 is considered. The homogeneous wave equation is
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2.3 Wave Equation in Spherical Coordinates

given by

∇2p(x, t)− 1

c2
∂2

∂t2
p(x, t) = 0, (2.29)

where x denotes a point in a spherical coordinate system defined in Ap-
pendix A.1. The gradient of the pressure in spherical coordinates is given
by

∇p = er
∂p

∂r
+ eθ

∂p

∂θ
+ eφ

1

r sin θ

∂p

∂φ
(2.30)

This leads to the time dependent wave equation in spherical coordinates

1

r2
∂

∂r

(
r2

∂p

∂r

)
+

1

r2 sin θ

∂

∂θ

(
sin θ

∂p

∂θ

)
+

1

r2 sin2 θ

∂2p

∂φ2
− 1

c2
∂2p

∂t2
= 0. (2.31)

General solution of the wave equation The solution of Eq.(2.31) can
be derived by separation of variables. For the acoustic wave equation in the
frequency-domain

∇2P (x, ω) + k2P (x, ω) = 0, (2.32)

the detailed derivation can be found in (Williams, 1999, p.185) which leads to
the following solutions:

P (x, ω) =

∞∑
n=0

n∑
m=−n

[
Cnm(ω)h(1)n (kr) +Dnm(ω)h(2)n (kr)

]
Y m
n (θ, φ). (2.33)

The level n and the mode m are integer values with 0 ≤ n ≤ ∞ and −n ≤ m ≤
n. The spherical Hankel functions of the first and second kind are given by

h
(1)
n (kr) and h

(2)
n (kr), respectively. The function Y m

n (θ, φ) defines the spherical
harmonic level n and model m with

Y m
n (θ, φ) ≡

√
(2n + n)

4π

(n−m)!

(n+m)!
Pm
n (cos θ)eimφ. (2.34)

Pm
n (cos θ) denotes the Legendre function of the first kind. If the time depen-

dence is defined to be e−iωt, the spherical Hankel function of the first kind

h
(1)
n corresponds to the incoming spherical waves while the sphercial Hankel

function of the second kind h
(2)
n corresponds to outgoing spherical waves with

respect to the origin. By expressing the spherical Hankel functions in spherical
Bessel function jn(kr) and spherical Neumann function yn(kr) according to
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Eq. (A.17), Eq. (2.33) can be written as

P (x, ω) =

∞∑
n=0

n∑
m=−n

[Anm(ω)jn(kr) +Bnm(ω)yn(kr)]Y
m
n (θ, φ), (2.35)

where
Anm(ω) = Cnm(ω) +Dnm(ω), (2.36)

Bnm(ω) = i (Cnm(ω)−Dnm(ω)) , (2.37)

The terms Anm(ω), Bnm(ω), Cnm(ω) and Dnm(ω) are defined by the boundary
values of the problem. For an interior problem (see Figure 2.3(a)) in which all
sources are located outside a sphere of a radius b, the solution consists of radial
functions which are finite at the origin O. Since all systems under consideration
are physical systems and both Hankel functions and Neumann functions are
infinite at the origin, it is required that Bnm(ω) = 0. As a result the internal
pressure field P (r, θ, φ, ω) = P (x, ω) is defined as

P (x, ω) =

∞∑
n=0

n∑
m=−n

Amn(ω)jn(kr)Y
m
n (θ, φ). (2.38)

If the spherical surface completely encloses all sources (see Figure 2.3(b)), the
external pressure field is determined by Eq. (2.33). The general solution can
be reduced to

P (x, ω) =

∞∑
n=0

n∑
m=−n

[
Cnm(ω)h(1)n (kr)

]
Y m
n (θ, φ), (2.39)

because Dnm(ω) = 0 since incoming waves cannot exist in this case.

2.4 Kirchhoff-Helmholtz and Rayleigh Integrals

The Kirchhoff-Helmholtz integral forms the basis for the concept of wave field
synthesis (WFS). It is a strict mathematical formulation of the principle of
Huygens, which was formulated in 1690. Huygens stated that each volume
element of a wave front can be regarded as an individual spherical source
contribution to the sound wave front at a later time. The position of the
full wave front at any later time is the envelope of all such elementary wave
fronts. In 1818 the principle was supplemented by Fresnel with the idea that
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∞
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∑1
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(b) Geometry for exterior prob-
lems

Figure 2.3: Geometry for the definition of source free regions. Source distributions
are indicated as Σ.

the secondary wave fronts interfere. This combination is called the Huygens-
Fresnel principle. The mathematical basis of this idea was given by Kirchhoff
in 1882. He showed that the Huygens-Fresnel principle can be regarded as a
special case of a more general theorem. This theorem states that the sound
pressure in a source free volume V can be calculated if both sound pressure
and normal particle velocity are known on the boundary surface S surrounding
V . If the surface is an infinitely large plane separating the area of sources
and the source-free region, the Kirchhoff theorem can be simplified to the
Rayleigh theorems, stating that the acoustic field on the source free side can be
completely reconstructed by means of a continuous distribution of monopoles
or dipoles.

2.4.1 Kirchhoff-Helmholtz Integral

The geometry for deriving the Kirchhoff-Helmholtz integral is drawn in Fig-
ure 2.4. Inside an unbounded homogeneous medium with the source distribu-
tion Σ lies the volume V with the inward pointing unit normal vector n. The
wave field P (r, ω) inside the volume V due to the source distribution outside
fullfills the homogeneous wave equation given by Eq. (2.13):

∇2P (r, ω) + k2P (r, ω) = 0 (2.40)
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Σ
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V

ϕ

n

rs

r − rR

Figure 2.4: Geometry used for the derivation of the Kirchhoff-Helmholtz integral.
The source free volume V bounded by the surface S, surrounded by the
source distribution Σ.

The second theorem of Green can be applied to the given geometry:∫
V
f∇2g − g∇2fdV =

∫
S
g
∂f

∂n
− f

∂g

∂n
dS, (2.41)

where f and g are two functions having continuous first and second partial
derivatives within and on S. If f and g also satisfy the homogeneous wave
equation, the first term vanishes (Blackstock, 2000) and Eq.(2.41) reduces to∫

S
g
∂f

∂n
− f

∂g

∂n
dS = 0. (2.42)

Now a specific solution of the Helmholtz equation is considered for g, i.e., the
pressure field of a monopole source at point R given in the space-frequency
domain with a frequency-independent source spectrum S(ω) = 1,

G(r|rR, ω) = e−ik|r−rR|

|r − rR| (2.43)

This function has the requisite continuity properties, except at the point R
itself. Furthermore, it fulfills the inhomogeneous wave equation

∇2G(r|rR, ω) + k2G(r|rR, ω) = −4πδ(r − rR) (2.44)
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Eq. 2.43 is considered next for a special case of g and f using G(r|rR, ω) and
P (r, ω), respectively. The substitution and integration excluding the point R
and utilizing the equation of conservation of momentum yields:

P (r, ω) =
1

4π

∫
S

[
ik�0Vn(rs, ω) + P (rs, ω)

1 + ik |r − rR|
|r − rR| cos(ϕ)

]
e−ik|r−rR|

|r − rR| dS

(2.45)
The Kirchhoff-Helmholtz integral (Eq. (2.45)) states that in a volume the sound
pressure at any point can be calculated if pressure and normal particle veloc-
ity on the boundary surface are known. This forms the basis for wave field
synthesis (WFS) as discussed in detail in Section 7.2.

2.4.2 Rayleigh Integrals

In the derivation of the Kirchhoff-Helmholtz integral the choice of the Green’s
function is not unique. To simplify the Kirchhoff-Helmholtz integral differ-
ent Green’s functions can be chosen such that a more convenient boundary
condition is satisfied. The following two boundary conditions are considered:

∇SG(r|rR, ω) · n = 0, (2.46)

G(r|rR, ω) = 0, (2.47)

with r on S. The condition in Eq. (2.46) implies that S acts as a perfectly
reflecting, rigid surface. Under the conditions in Eq. (2.47) S behaves like a
perfect pressure-free surface. For the specific geometry given in Figure 2.5, sim-
ple solutions can be found for the Green’s functions that satisfy these boundary
conditions. The reconstruction volume is enclosed by a plane surface S0 and
a spherical surface S1. The sources of the acoustical pressure field are situ-
ated in the upper half space separated by the plane surface S0. After applying
Sommerfeld’s radiation condition to the boundary and letting r1 tend to in-
finity, only surface S0 will contribute to the Kirchhoff-Helmholtz integral. In
other words, only S0 has to be considered to calculate the pressure in R using
the Kirchhoff-Helmholtz Integral given in Eq. 2.45. A Green’s function can be
found for the geometry in Figure 2.5, such that either the first or the second
condition is fulfilled given in Eq. 2.46 and Eq. 2.47, respectively. Since the sur-
face acts like a perfect reflector the Green’s function can be interpreted as being
the wave field of two monopole sources situated symmetrically with respect to
the surface S0 (Start, 1997). In case of condition Eq. (2.46) (rigid boundary)
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Σ
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S0
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V

ϕ
n r − rR

Figure 2.5: Geometry used for the derivation of the Rayleigh integrals. The source
free volume V is separated from the source area by the infinite planar
surface S0.

a suitable Green’s function is the sum of two equal phase monopoles situated
symmetrically with respect to S0. Using this Green’s function the Kirchhoff-
Helmholtz integral equation reduces to

P (rR, ω) = − 1

4π

∫
S0

[G(r|rR, ω)∇SP (r)] · ndS0, (2.48)

using the equation of conservation of the momentum Eq. 2.5 the integral can
be written as

P (rR, ω) =
1

2π

∫
S0

[
ik�0Vn(r, ω)

e−ik|r−rR|

|r − rR|

]
dS0, (2.49)

which is called the Rayleigh I integral representation. It states that a wave
field can be reconstructed by means of a continuous distribution of monopoles
at the surface S0. The strength of each monopole is proportional to the normal
component of the particle velocity Vn(r, ω) of the incident wave field measured
at the position of that monopole. In order to satisfy the pressure-free boundary
condition of Eq. 2.47 the two monopoles considered have opposite polarity. In
this case the specific Kirchhoff-Helmholtz Integral becomes

P (rR, ω) = − 1

4π

∫
S0

[P (r)∇SG(r|rR, ω)] · ndS0, (2.50)
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resulting in

P (rR, ω) =
1

2π

∫
S0

[
P (r, ω)

1 + ik |r − rR|
|r − rR| cos(ϕ)

e−ik|r−rR|

|r − rR|

]
dS0, (2.51)

which is called the Rayleigh II representation integral. It states that any wave
field due to sources in the upper half-space of Figure 2.5 can be reconstructed
in the other half space by means of a continuous distribution of dipoles at the
surface S0. The strength of each dipole is given by the pressure P (r, ω) of the
incident wave field measured at the position of that dipole.

2.5 Short Time Fourier Transform

Room impulse responses are non-periodic and time-variant signals. For this
kind of signal the short time Fourier transform (STFT) can be used to analyze,
modify and synthesize the time-varying spectrum (Allen and Rabiner, 1977)
(Allen, 1977) (Serra, 1989). The STFT is defined as the Fourier transform (FT)
of a windowed version of a function as described by Eq. (A.8a) (Bäni, 2002):

P (τ, ω) ≡ STFT {p(t)} =

∫ ∞

−∞
p(t)w(t− τ)e−iωtdt, (2.52)

where w(t − τ) denotes the shifted version of the window function w(t). The
results of this operation are spectra depending on ω and the temporal window
position τ . The magnitude spectra versus time plot of a STFT is termed a
spectrogram (Koenig et al., 1946):

spectrogram = |P (τ, ω)| . (2.53)

The inverse short time Fourier transform (ISTFT) can be calculated using:

p(t) ≡ STFT−1 {P (τ, ω)} =
1

2π

∞∫
−∞

∞∫
−∞

P (τ, ω)eiωtdτdω. (2.54)

In the latter sections of this thesis, the discrete STFT is applied. Analogue to
the continuous STFT it is based on the DFT given in Eq. (A.12a). A schematic
drawing of the process is depicted in Figure 2.6. The definition of the discrete
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STFT of a sampled signal p(n) is (Arfib et al., 2007), (Crochiere, 1980):

P (s, k) =

∞∑
m=−∞

p(m)w(sRa −m)e−i 2π
N

mk, (2.55)

where w(sRa − m) denotes the analysis window, P (s, k) represents the time-
varying spectrum with time index s and frequency bins 0 ≤ k ≤ N−1. At each
time instance n the signal is weighted with the window w(sRa −m). Thus the
FFT of the size N can be computed with an finite sum over m. If the window
w(s) has a constant overlap-add property at a given hop-size Ra

∞∑
s=−∞

w(sRa −m) = 1 ∀s ∈ Z, (2.56)

the sum of P (s, k) equals the whole signal P (k) in the frequency domain. The
synthesis algorithm is given by

p(n) =

∞∑
s=−∞

ws(n− sRs)ps(n− sRs) (2.57)

with

ps(n) =
1

N

N−1∑
k=0

[
e−i 2π

N
sRskP (n, k)

]
e−i 2π

N
nk,

stating that the synthesized signal p(n) is derived from the inverse trans-
formed short-time spectra P (sRs, k) weighted with the synthesis window ws

and summed using the overlap-add procedure given by Eq. (2.57). The STFT
is an identity system, as long as the analysis windows overlap and add to one.
The parameter settings become relevant if a modification of the input data is
desired. This case will be studied in Section 6.3.2.

2.6 Non-Uniform Rational B-Splines

Two common methods for representing surfaces are implicit equations and
parametric functions. The implicit description is given by f(x, y, z) = 0. In
parametric form each of the coordinates of a point on a surface is represented
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+

+

+

00 Ra Rs2Ra 2Rs

p(m) ps(n)

p(m)w(sRa −m) p(n)w(sRs − n)

FFT {·} FFT−1 {·}

P (s, k)

Figure 2.6: Block diagram of the discrete Short Time Fourier Transform. The input
signal p(m) is spitted in blocks and windowed. The results are spectra
at a discrete time position P (s, k). After processing these spectra are
transformed back utilizing a synthesis window and overlapped and added
to achieve the new signal ps(n).

as an explicit function of two independent parameters

S(u, v) = [x(u, v), y(u, v), z(u, v)] , (2.58)

where a ≤ u ≤ b and c ≤ v ≤ d. S(u, v) is a vector-valued function of
the independent variables u and v. The intervals [a, b] and [c, d] are usually
normalized to [0, 1]. As an example, a sphere of unit radius centered at the
origin is considered: x2+ y2+ z2− 1 = 0. A parametric representation is given
by S(u, v) = (x(u, v), y(u, v), z(u, v)), where

x(u, v) = sin(u) cos(v), (2.59a)

y(u, v) = sin(u) sin(v), (2.59b)

z(u, v) = cos(u), (2.59c)

with
0 ≤ u ≤ π, 0 ≤ v ≤ 2π (2.60)

Several mathematic descriptions exist for parametric surface generation. One
with the most widespread acceptance and popularity are Non-Uniform Rational
B-Splines (NURBS). The reasons for the use of NURBS in this context are
partly the same reasons why they are so widespread in computer aided design
(Piegl, 1991):
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• NURBS offer a common mathematical form for representation and design
of standard analytical shapes and free-form curves and surfaces.

• NURBS provide the flexibility to design a large variety of shapes by
manipulating their control points and weights.

• Evaluation is reasonably fast and computationally stable

• Because of their clear geometrical interpretations NURBS are particu-
larly useful for designers.

• Powerful geometric toolkits exist, which can be used to design, analyze,
process and interrogate objects.

As described in (Piegl and Tiller, 1997) a NURBS-surface of degree p in u-
direction and degree q in v-direction is a bi-variate vector-valued piecewise
rational function of the form .

S(u, v) =

∑n
i=0

∑m
j=0Ni,p(u)Nj,q(v)wi,jPi,j∑n

i=0

∑m
j=0Ni,p(u)Nj,q(v)wi,j

, (2.61)

with

0 ≤ u, v ≤ 1 .

The Pi,j form a bidirectional control net, the wi,j are the weights, and the
Ni,p(u) and Nj,q(v) are the non-rational B-spline basis functions defined on
the knot vectors

U = (0, · · · , 0︸ ︷︷ ︸
p+1

, up+1, · · · , ur−p−1, 1 · · · , 1︸ ︷︷ ︸
p+1

) (2.62)

V = (0, · · · , 0︸ ︷︷ ︸
q+1

, vq+1, · · · , vs−q−1, 1 · · · , 1︸ ︷︷ ︸
q+1

)

where r = n + p + 1 and s = m + q + 1. The ith B-spline basis function of
p-degree (order p+1), denoted by Ni,p(u), is defined as

Ni,0(u) =

{
1 ∀ ui ≤ u ≤ ui+1

0 otherwise,
(2.63a)

Ni,p(u) =
u− ui

ui+p − ui
Ni,p−1(u) +

ui+p+1 − u

ui+p+1 − ui+1
Ni+1,p−1(u). (2.63b)
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(a) Control net (b) NURBS surface

Figure 2.7: (a) Control net Pi,j and (b) corresponding NURBS surface S(u, v) for
specific weights and knot vectors. The surface was evaluated in a grid of
20 by 20 points.

Figure 2.7 presents the control net Pi,j and the corresponding evaluated surface
for specific weights and knot vectors. It is important to note that a parametric
surface can be evaluated in arbitrary resolutions. This is an important property
for the use in spatial sound design applications as given in Chapter 6. The
surface can be modified easily by dragging the coefficients of the control net,
which correspond to points in the three-dimensional space (i.e., the control net
given in Figure 2.7(a)).

NURBS will be used throughout this work as a new interaction tool and rep-
resentation for two-dimensional parameter editing.

2.7 Correlation and Coherence Measurements

The description of correlation and coherence is important for the description
of random data like diffuse sound fields in rooms. In this section the ba-
sic parameter will be introduced briefly based on Bendat and Piersol (1980).
Furthermore, the spatial coherence of diffuse sound fields will be discussed,
following Kuster (2008). A similar analysis can be found in (Elko, 2001) using
a different mathematical description.
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2.7.1 Basis Parameter

A measure for the linear statistic dependence of two values of a real random
variable x(t) at a time lag τ is the autocorrelation function

Rxx(τ) = lim
T→∞

1

T

∫
T

x(t)x(t+ τ)dt. (2.64)

The measure of a linear statistical correlation of two real random variables x(t)
and y(t) is the cross-correlation function Rxy(τ) given by

Rxy(τ) = lim
T→∞

1

T

∫
T

x(t)y(t+ τ)dt. (2.65)

The arithmetic mean x(t) of a time dependent variable x(t) is given by

x(t) = lim
T→∞

1

T

∫
T

x(t)dt. (2.66)

The quadratic mean x2(t) is defined by

x2(t) = lim
T→∞

1

T

∫
T

x2(t)dt. (2.67)

Based on the zero mean function xz(t) = x(t)− x(t) the variance x2z(t) can be
calculated using

x2z(t) = lim
T→∞

1

T

∫
T

xz(t)
2dt. (2.68)

The square root of the variance is denoted as σ, the standard deviation, given
by

σ =

√
x2z(t). (2.69)

The cross-correlation coefficient ρxy(τ) is defined as

ρxy(τ) =
Rxy(τ)√

Rxx(0)Ryy(0)
. (2.70)
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Insertion of the zero mean functions xz(t) and yz(t) in Eq. (2.70) results in

ρxy(τ) =

limT→∞
∫
T

xz(t)yz(t+ τ)dt√[
limT→∞

∫
T

x2z(t)dt

] [
limT→∞

∫
T

y2z(t)dt

] . (2.71)

Eq. (2.71) gives a general form of the correlation coefficient. Since the corre-
lation coefficient only delivers a single average value, it is a common way to
study its frequency dependence by using 1/3 octave band filters and calculating
the value for each frequency band. An alternative approach is to calculate
the continuous coherence function based on the cross-spectral density function
Sxy(ω) given by

Sxy(ω) =

∞∫
−∞

Rxy(τ)e
−iωτdτ, (2.72)

resulting in

γ2xy(ω) =
|Sxy(ω)|2

Sxx(ω)Syy(ω)
. (2.73)

Using Eq. (2.73) a frequency dependent correlation of two signals can be mea-
sured. Furthermore, by applying a segmentation in time, a time-frequency
correlation diagram can be calculated.

2.7.2 Spatial Correlation and Coherence

In case of signals or room impulse responses measured with a dummy head
represented by xz(t) and yz(t), the value for ρxy(τ) is called inter-aural cross-
correlation coefficient (IACC) (ISO 3382, 2000). If the two signals xz(x1, t)
and yz(x2, t) represent measurements of sound pressure at different spatial
position P1 and P2 in a sound field, the spatial correlation coefficient can
be calculated. This quantity was first derived by Cook et al. (1955) for two
sound pressure measurements. Jacobson (1979) extended it to the coherence
function as well as to a derivation for different velocity elements, which is the
basis for the alternative derivation of Rafaely (2000) and verified by Chun et al.
(2003) and Rafaely (2000). In the context of this thesis the work of Kuster
(2008) based on derivations of Jacobson is important, which will be considered
in the derivation in Section 7.3.1. The basic idea of the derivation is the
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Figure 2.8: Geometry for the decomposition of the velocity vectors v1 and v2 at
two positions denoted by P1 and P2 into components in the coordinate
system (i⊥1, i⊥2, i‖). Adapted from (Kuster, 2008).

separation of a given first-order directivity into a representation of pressure
p and velocity components parallel v‖ as well as perpendicular v⊥ to each
other. If two microphone signals are separated in this way, the correlation and
coherence functions can be calculated by superposition based on the results
derived by Jacobson. Figure 2.8 presents the geometry used in the derivation.

Spatial correlation coefficient As derived by Cook, the spatial correlation
coefficient between two pressure signals at a distance r with frequency ω0 and
a time lag of τ is given by

ρpp(r, τ) =
sin(kr)

kr
cos(ω0τ). (2.74a)

As derived in (Jacobson, 1979) the following expressions can be found for the
spatial correlation coefficients between the pressure and different components
of the velocity.

ρpv‖(r, τ) =
√
3
sin(kr)− (kr) cos(kr)

(kr)3
cos(ω0τ) (2.74b)
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ρv‖v‖(r, τ) = 3
(kr)2 sin(kr) + 2kr cos(kr)− sin(kr)

(kr3)
cos(ω0τ) (2.74c)

ρv⊥v⊥(r, τ) = 3
sin(kr)− (kr) cos(kr)

(kr)3
cos(ω0τ) (2.74d)

The derivation of the correlation coefficient by Jacobsen is based on the cor-
relation function of a diffuse field model with plane waves of a mean square
magnitude G2, resulting in

Rpp(r, τ) =
G2

2

sin(kr)

kr
cos(ω0τ), (2.75a)

Rpv‖(r, τ) =
G2

2ρ0c

sin(kr)− (kr) cos(kr)

(kr)2
sin(ω0τ), (2.75b)

Rv‖v‖(r, τ) =
(kr)2 sin(kr) + 2kr cos(kr)− 2 sin(kr)

(kr)3
G2

2(ρ0c)2
cos(ω0τ), (2.75c)

Rv⊥v⊥(r, τ) =
G2

2(ρ0c)

sin(kr)− (kr) cos(kr)

(kr)3
cos(ω0τ), (2.75d)

Rpp(0, 0) =
G2

2
, (2.75e)

Rv‖v‖(0, 0) = Rv⊥v⊥(0, 0) =
G2

6(ρ0c)2
. (2.75f)

It can be shown that the cross-correlation and correlation coefficients between
all other possible combinations of pressure and particle velocity are zero for
any distance r (Jacobson, 1979). The following expressions can be derived for
the spatial coherence functions between pressure and particle velocity:

γ2pp(r, ω) =

[
sin(kr)

kr

]2
, (2.76a)

γ2pv‖(r, ω) = 3

[
sin(kr)− (kr) cos(kr)

(kr)2

]2
, (2.76b)

γ2v⊥v⊥(r, ω) = 9

[
sin(kr)− (kr) cos(kr)

(kr)3

]2
, (2.76c)

γ2v‖v‖(r, ω) = 9

[
(kr)2 sin(kr) + 2kr cos(kr)− 2 sin(kr)

(kr)3

]2
. (2.76d)
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Based on these coherence functions, the coherence function for arbitrary first-
order sensor elements can be calculated. The result is obtained by superposi-
tion of the components given above. These results are useful for characterizing
the coherence of spatially separated sensor elements in a diffuse sound field.
They deliver objective parameters to compare the simulated results based on
spherical array measurements in Chapter 5. A specific discussion and analysis
of spatial coherence for stereo microphone setups and their virtual simulations
based on spherical array measurements will be given in Section 7.3.

Decorrelation

In the context of room impulse response (RIR) post processing, it is often
required to decorrelate4 the reverberation tail of an room impulse response.
The aim can be to simulate a given or desired coherence function (e.g., to
simulate a specific microphone setup) (Muraoka, 2006). Another application
is to reduce the degree of correlation especially in lower frequencies. This
can be the result of limited spatial resolution in commonly used array sizes.
To give a good impression of envelopment and diffusion, low correlation is
required. Different techniques for the decorrelation of RIRs can be found in
(Merimaa, 2006). (Potard, 2006) studied decorrelation techniques in relation
to the reproduction of extended sound sources.

In the context of this work, decorrelation based on the STFT as given in
Section 2.5 is used. The aim is to obtain a variable frequency dependent
coherence function. For this purpose the time-variant complex spectrum of a
signal PA(s, k) = DSTFT {p(n)} is used. Such a signal can be can separated
into a magnitude and phase spectrum as

A(s, k) = 20 log(|P (s, k)|), (2.77)

ΘA(s, k) = ∠P (s, k). (2.78)

Since the decorrelation studied in this context will only be applied to the
diffuse part of a room impulse response, it is advantageous to calculate the
discrete short time Fourier transform of a sampled white noise signal w(n)
given by W (s, k) = DSTFT {w(n)}. Now the phase spectrum of the noise
signal ΘW (s, k) can be used to decorrelate the impulse response. A new phase

4Reduce the degree of correlation between to signals.
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spectrum ΘB(s, k) is generated using

ΘB(s, k) = ΘA(s, k) · γ(k) + ΘW (s, k) · [1− γ(k)] , (2.79)

where γ(k) represents the frequency dependent coherence with γ(k) ∈ [0, 1].
The decorrelated room impulse response can be obtained by applying the
IDSTFT given by Eq. (2.57). It is important to note that due to the phase
manipulation a synthesis window is required. Informal listening experiments
by the author have led to good results using a Tukey window (often called a
cosine-tapered window). Such a window ws(n) of width N can be constructed
using (Harris, 1978)

ws(n) =

⎧⎨
⎩
1, 0 ≤ |n| ≤ αN

2

1
2

[
1 + cos

[
π

n−αN
2

2(1−α)N
2

]]
, αN

2 ≤ |n| ≤ N
2

. (2.80)

The factor α denotes the degree of tapering. The degeneration of the time
structure of the impulse response is not critical due to the fact that it is only
applied to the diffuse part which can be compared with a noise like signal.
Artefacts due to the phase manipulation are reduced to an imperceptible level.
An impulse response using this techniques is included in the perceptual exper-
iments in Section 8.4.1.
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Chapter 3

Wave Field Analysis Using
Spherical Apertures

3.1 Introduction

The basis for spatial sound design is the three-dimensional spatio-temporal
decomposition of an acoustic wave field. Such decomposition is enabled by
microphone array technology in various resolutions and dimensions. Two-
dimensional microphone array designs have been studied by Hulsebos (2004)
in the context of auralization for wave field synthesis. The special case of
circular arrays has been studied by Spors (2005) in the context of room com-
pensation and by Kuntz (2009) more in detail including a short section on the
auralization using binaural reproduction and WFS reproduction. The aural-
ization for pure binaural systems based on spherical arrays has been studied
by Duraiswami et al. (2005). For a flexible analysis of acoustic fields, a three-
dimensional approach is desirable. Such an analysis can be offered by spheri-
cal microphone arrays with a nearly direction-independent resolution. For this
reason, this kind of sensor systems are examined for application of wave field
analysis in this work. The part described in this chapter corresponds to block
(1) in Figure 3.1. The first arrays based on spherical harmonic processing
were presented by Meyer and Elko (2002) and Abhayapala and Ward (2002).
Recent research has led to new theoretical developments, experimental inves-
tigations, and signal processing methods. A brief overview can be found in
(Rafaely, 2008a). The following two sections review this summary in the con-
text of this work. Two main aspects have been investigated in recent research:
spatial sampling and beam-forming. While the first aspect deals with methods
to measure the acoustic field on a limited number of spatial sampling positions,
the latter enables the directional analysis of the measurement data.
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Figure 3.1: Basic block diagram of the system developed in this thesis. The part
discussed in this chapter is emphasized.

3.1.1 Spatial Sampling

Sensor arrays sample the acoustic field spatially. Spherical microphone arrays
in particular perform a spatial sampling of functions defined on a sphere. Spa-
tial sampling requires limited bandwidth of the signal to avoid aliasing. Several
sampling methods exists which offer a trade-off between the required number
of microphones and their arrangement. Following is an overview of possible
sphere-related configurations.

Rigid sphere configuration The rigid sphere is often a preferred array
configuration due to its simplicity in terms of microphone mounting, as well
as numerical robustness (Meyer and Elko, 2002). For broadband applications
and large extrapolation areas, however, large radii are required. This makes
the practical handling of such a system difficult. For this reason rigid spheres
are not used in this work. A detailed discussion on rigid sphere arrays can be
found in (Teutsch, 2007), (Rafaely, 2004), (Rafaely, 2005a), (Rafaely, 2005b),
and (Park and Rafaely, 2005).

Hemispherical configuration Li and Duraiswami (2005) presented a hemi-
spherical configuration of microphones, which required mounting on a rigid
surface. This configuration takes advantage of the symmetries of the reflected
field. Room acoustic measurements in concert halls are one of the main appli-
cations in their work. A proper placement of such a configuration cannot be
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guaranteed in the desired application of this work. For auralization purposes
the wave field should ideally be captured at the ear-plane of the listeners. To
use the hemispherical configuration, a placement on a large surface (e.g., the
floor) is required. This is difficult to realize in a concert hall.

Open sphere dual radius configuration An open sphere configuration
can be useful from a practical point of view. Especially if this configura-
tion is realized as a virtual array using a single microphone traveling along a
number of positions. In this case the microphone is mounted on a computer-
controlled positioning device as is explained in detail in Section 3.1.2. A single
open sphere configuration using pressure measurements suffers from numerical
problems, which will be presented and analyzed in the subsequent sections.
Balmages and Rafaely (2007) proposed a processing method based on a dual
sphere design. In terms of the desired broadband application of this project, a
high number of positions is required, which will be doubled using their approach
to solve numerical problems. For this reason this approach is not applicable in
this work, even if it has been used successfully in room acoustic applications
(e.g., (Rafaely et al., 2007a)).

Open sphere cardioid configuration The use of an open sphere with car-
dioid microphones provides a solution to the numerical problem of the zeros in
the spherical Bessel function without sampling on two different radii (Teutsch,
2007) (Balmages and Rafaely, 2007). This will be discussed in detail in Sec-
tion 3.2. As a result the complexity, as compared to the open sphere dual
radius configuration, is reduced by a factor of two. This is important since a
very high number of sampling points is required for a broadband application.
Furthermore, an open sphere configuration can be realized using a large radius.
This results in a sufficient spatial resolution over a wide frequency range. For
these reasons this configuration is used in this work.

Spherical shell configuration To overcome the high number of microphone
positions required for the previous approach, a configuration using a spherical
shell has been proposed by Rafaely (2008b). For the application within this
work the distribution on a shell is difficult to achieve using a virtual array.
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Free sampling configuration To extend the spherical shell configuration,
the next logical step is a free sampling by placing microphones at arbitrary
positions in three-dimensional space. Such a configuration can be optimized by
numerical methods under certain boundary conditions. The reader is referred
to the publications of Li and Duraiswami (2007), Laborie et al. (2003), and
Moreau et al. (2006), among others, for this approach.

3.1.2 Virtual Sensor Arrays

The summary of spherical sampling methods has shown the open sphere car-
dioid configuration to be most applicable in the context of this work. One of
the most acoustically transparent solutions for an open-sphere configuration is
the use of a virtual array. In such a system a single microphone is mounted on
a robot arm and the positions on the sphere are measured subsequently. It can
be extended to measure several grid points simultaneously, if a symmetrical
grid and more microphones are used. Furthermore, different radii can be mea-
sured within a single measurement pass. Figure 3.2 presents the concept of the
virtual sensor array. The application of a virtual array can lead to positioning
errors. The cardioid microphones used have a frequency dependent directiv-
ity, as well as a limited signal-to-noise ratio (SNR). These important issues
are investigated in order to identify the acceptable error range for applications
desired in this work.

3.1.3 Beamforming

After the acoustic field is measured using an array configuration as discussed
in the previous section, appropriate signal processing is required. It should
analyze the acoustic field in a direction-dependent way. This can also be inter-
preted as spatial filtering or beamforming. (i.e., discriminating between signals
based on the physical location of their sources (Veen and Buckley, 1988)). Dif-
ferent approaches can be identified. For a detailed discussion of the several ap-
proaches the reader is referred to Brandstein and Ward (2001) and van Trees
(2002) among others.

Regular beam pattern A regular beam pattern is symmetrical around the
steering direction. In case of an infinite resolution, a perfect decomposition of
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Figure 3.2: Three-dimensional visualization of the virtual sensor array used in this
thesis including a set of measurement positions (Schlesinger, 2006).

the sound field into plane wave components is achieved. This approach is used
in this work.

Delay-and-sum beam pattern A very common beamforming technique
applied to different geometries of arrays is the delay-and-sum approach. An
attractive property is the constant white-noise-gain. Delay-and-sum beam-
forming can be achieved by applying weights to the sensors that correspond
to the free-field travel time differences of a plane wave in the desired direction
(Rafaely, 2005b).

Dolph-Chebyshev beam pattern This beam pattern achieves the lowest
side-lobe level for a given array order and main lobe width (van Trees, 2002).

Near-field beam pattern The beam patterns described above are designed
under the assumption that all sources are in the far-field, such that the waves
are assumed to be plane waves. In case of sources close to the array the plane
wave assumption does not hold. Studies of near field sources and adequate
array processing can be found in (Fisher and Rafaely, 2008). Meyer and Elko
(2006) have presented an array design for near field sources.
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3.1.4 Outline of the Chapter

This work studies open-sphere microphone arrays. Because of the interaction
process described in Chapter 6, a plane wave decomposition of the sound field
is desired. The basis for the plane wave decomposition is given by the spher-
ical harmonic decomposition and discussed in Section 3.2. The acoustic field
is always sampled in a limited number of points. The implication of this will
be analyzed in Section 3.3. After the plane wave decomposition is given in
Section 3.4, the measurement errors and the consequences for the desired ap-
plication are analyzed in Section 3.5. The extension of bandwidth of an array
measurement using multiple radii is studied in Section 3.6. In addition to the
theoretical analysis an empirical analysis based on simulations and measure-
ments in an anechoic chamber is presented in Section 3.7. The analysis of
practical measurement errors is carried out with focus on their influence on
the plane wave decomposition.

3.2 Spherical Harmonic Decomposition

For the application of spatial sound design it is required that a measured
acoustic field is decomposed into its plane wave components. In contrast to
other decompositions of a field, the plane wave decomposition is intuitively
easy to understand for potential users of such a system. The superposition of
plane waves form an acoustic field in a certain analyzed point and can be easily
visualized. This way one can get an understanding what the acoustic result of a
superposition might be. Another method of decomposition of an acoustic field
is the spherical harmonic decomposition. In this case the field is decomposed
into spherical harmonics of different order which allow the reconstruction of a
field by superposition. A disadvantage is that the results cannot be intuitively
understood by a user. Nevertheless, the spherical harmonic decomposition
can provide the basis for a plane wave decomposition. Furthermore, some
desired operations which need not to be visualized can be calculated directly
in the spherical harmonic domain. The spherical harmonic decomposition will
be derived below. In case of interior problems (Figure 2.3(a) illustrates the
geometry), a suitable solution of the wave equation given by Eq. (2.35) must
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Figure 3.3: Geometry used in this chapter.

be finite in the origin. The solution was derived in Eq. (2.38):

P (r, ϕ, ϑ, k) = P (x, k) =

∞∑
n=0

n∑
m=−n

Anm(k)jn(kr)Y
m
n (ϕ, ϑ), (3.1)

where P (r, ϕ, ϑ, k) denotes the sound pressure in point x, k is the wavenum-
ber, Anm(k) are the coefficients of the spherical harmonics Y m

n (ϕ, ϑ) of level
n and mode m, and jn(kr) is the spherical Bessel function of the first kind
and the same level n. Figure 3.3 presents the geometry used in this chapter.
The pressure field P (x, k) can be described completely using the coefficients
Anm(k). The coefficients can be obtained using the orthonormality of the
spherical harmonics (compare section A.3.3). For the radial velocity compo-
nent Vr(r, ϕ, ϑ, k) a similar expression can be obtained using Eq. (3.1) and
Euler’s equation:

V (x, k) =
1

ickρ0
∇P (x, k), (3.2)

resulting in

Vr(x, k) =
1

icρ0

∞∑
n=0

n∑
m=−n

Anm(k)j′n(kr)Y
m
n (ϕ, ϑ). (3.3)

In this equation j′n(kr) is the derivative of the spherical Bessel function with
respect to kr given by

j′n(kr)k =
∂jn(kr)

∂r
=

∂jn(kr)

∂kr

∂kr

∂r
. (3.4)
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Multiplication of Eq. (3.1) with the conjugate spherical harmonic function
Y m
n (ϕ, ϑ) and integration over the surface of the unit sphere leads to (Williams,

1999, p. 218)

Anm(k) =
1

jn(kr)

∫ 2π

0

∫ π

0
P (x, k)Y m

n (ϕ, ϑ) sinϑdϑdϕ. (3.5)

The integral in Eq.(3.5) corresponds to the spherical wave spectrum defined as

Pnm(r, k) =

∫ 2π

0

∫ π

0
P (x, k)Y m

n (ϑ,ϕ) sinϑdϑdϕ. (3.6)

It is important to note that computing the spherical wave spectrum Pnm(r, k) is
equivalent to a spherical Fourier transform of P (r, ϕ, ϑ, k) as given in Eq. (A.22).
Based on these equations, a measured field can be decomposed into orthogo-
nal eigenfunctions. For the development of plane wave decomposition it is
advantageous to study the expansion of plane waves into spherical harmonics.

Plane wave expansion The pressure field of an ideal plane wave at the
position x = (r, ϕ, ϑ) in spherical coordinates as given in Appendix A.1 reads
(Ziomek, 1995)

P (x, k) = P0(k)e
−ik·x. (3.7)

With
k · x = kr [sinϑ sinϑ0 cos(ϕ− ϕ0) + cos ϑ cos ϑ0] , (3.8)

this results in

P (r, ϕ, ϑ, k) = P0(k)e
−ikr[sinϑ sinϑ0 cos(ϕ−ϕ0)+cos ϑ cos ϑ0] (3.9)

where P0(k) = 1 is the spectrum of the plane wave, and k is the wave vector
in spherical coordinates. The wave vector represents the direction of incidence
of the plane wave specified by (ϕ0, ϑ0). Combining Eq. (3.7) and Eq. (3.1)
yields the expansion of a plane wave in terms of spherical harmonics for an
open sphere array utilizing omni-directional sensors

e−ik·x =

∞∑
n=0

n∑
m=−n

Anm(k)jn(kr)Y
m
n (ϑ,ϕ). (3.10)
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3.2 Spherical Harmonic Decomposition

Following (Williams, 1999, p. 227) this expression can be transformed into

e−ik·x = 4π

∞∑
n=0

injn(kr)

n∑
m=−n

Y m
n (ϕ, ϑ)Y m

n (ϕ0, ϑ0). (3.11)

Comparing Eq. (3.11) and Eq. (3.10), the coefficients Anm can be identified as

Anm(k) = 4πinY m
n (ϕ0, ϑ0). (3.12)

If there is no interaction between the sound field and the aperture used for
the measurement, Eq. (3.12) leads to correct results. Using Eq. (3.12) the
ideal spherical harmonic coefficient up to order n for a single plane wave under
free-field conditions can be calculated. This is important for the evaluation
of measurement errors in order to compare non-ideal scenarios with the ideal
situation. The problems of measurement errors are discussed in Section 3.5.

Spherical array measurements The spherical harmonics coefficients Anm(k)
can be determined if the sound pressure S(x, k) = S(r, ϕ, ϑ, k) on the surface
of the sphere is known. To generalize Eq. (3.3) and Eq. (3.1) to different array
designs as described in Section 3.1.2, the following extension is used:

S(x, k) =

∞∑
n=0

n∑
m=−n

Anm(k)bn(kr)Y
m
n (ϑ,ϕ), (3.13)

where S(x, k) is the response of the sensor element of the array. The coefficients
are calculated by integrating over the sphere, resulting in

Anm(k) =
1

bn(kr)

∫ 2π

0

∫ π

0
S(x, k)Y m

n (ϑ,ϕ) sinϑdϑdϕ. (3.14)

In case of open sphere arrays with omnidirectional sensors the sensor response
is equivalent to the sound pressure P (r, ϑ, ϕ, k). The new expression bn(kr) is
defined as mode strength and depends on the array design used. It is given for
an omni open sphere array by Balmages and Rafaely (2007) (Teutsch, 2007):

bn(kr) = jn(kr), (3.15)

The magnitude of the mode strength bn(kr) is plotted in Figure 3.4 for several
levels n. It can be noticed that for small kr only the zero-level is present. For
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Figure 3.4: Mode strength bn(kr) for spherical microphone arrays with different de-
signs and levels n = 1 to n = 3 (Thiergart, 2007).

higher values of kr more levels arise. It is shown that all levels n < �kr should
have sufficient strength. The strength for levels n > �kr decays rapidly for
increasing n. It is clear from Eq. (3.14) that a low mode strength bn(kr) involves
a high amplification of the integral expression, which can lead to numerical
problems. For this reason the maximal used level, Nmax, is defined as

Nmax = �kr+ ι, (3.16)

where ι ∈ [0 , ∞]. The choice of ι depends on the desired robustness of the
calculations. This point will be discussed in detail in the following sections.
The mode strength of an omni open sphere array is presented in Figure 3.4(a).
For higher values of kr several singularities arise due to the zeros of the spher-
ical Bessel function. The result can be excessive noise amplification for several
frequencies as shown in Section 3.5. Two solutions are proposed in the lit-
erature to overcome the numerical problems of an open-sphere sensor array
(Balmages and Rafaely, 2007). These are the use of two slightly different radii
and choosing the radii without zeros for a specific frequency or the use of di-
rectional sensor apertures. This thesis studies the possibility to use directional
sensor apertures. The signal acquired by a first-order sensor can be given by
a combination of pressure P (x, k) and velocity in the normal direction of the
sensor Vr(x, k) (i.e., in radial direction in case of a spherical sensor aperture),
resulting in (Poletti, 2005):

S(x, k) = βP (x, k) + (1− β) [ρocVr(x, k)] , (3.17)
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3.3 Discrete Spherical Apertures

where β ∈ [0 , 1] is a parameter to fade from omni-directional to figure-of-
eight characteristic equivalent to a pure pressure measurement and a velocity
measurement in radial direction. For β = 0.5 Eq. (3.17) yields a cardioid
microphone characteristic. For a cardioid sensor array the following mode
strength bn(kr) has to be used (Poletti, 2005):

bn(kr) =
1

2

[
jn(kr)− ij′n(kr)

]
. (3.18)

The definition of the mode strength can now be extended to

bn(kr) =

{
jn(kr) omni open sphere
1
2(jn(kr)− ij′n(kr)) cardioid open sphere.

(3.19)

Figure 3.4(b) shows the mode strength bn(kr) for the cardioid open sphere
aperture. No singularities are present because the spherical Bessel function
and its derivative have no common zeros. As a result the use of first order
sensors is a suitable way to overcome the numerical problems of omni open
sphere array designs. It should also be noted that the mode strength for level
n = 1 is boosted in comparison to the open-sphere design. The first level is
a natural characteristic of the cardioid microphone (Teutsch, 2007). Practical
problems and limitations of the use of cardioid microphones are studied in
detail in the following sections.

3.3 Discrete Spherical Apertures

In practical applications the sound field can only be measured at a finite num-
ber of microphone positions. As a result the determination of the coefficients
Anm(k) requires an approximation of the integral by a finite summation. The
approximation of a continuous integrals is known as quadrature. An integral of
a function f(φ, θ) over the surface of the unit sphere S2 can be approximated
by ∫

S2

f(φ, θ)dΩ =

2π∫
0

π∫
0

f(φ, θ) sin θdθdφ ≈
Q∑

q=1

f(φq, θq)wq (3.20)

Q denotes the number of sampling points and wq are the quadrature weights
depending on the sampling scheme. As a result the integral in Eq. (3.14) is
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approximated by a finite sum

Anm(k) ≈ Ânm(k) =
1

bn(kr)

Q∑
q=1

wqSq(xq, k)Y m
n (ϕq), ϑq. (3.21)

where ·̂ indicates the approximation using a finite sum. Like sampling in the
time domain, sampling on a sphere requires a limited bandwidth corresponding
to a limited number of coefficients Anm(k) stating that

Anm(k) = 0 ∀ n > Nmax, (3.22)

where Nmax denotes the maximum level of the coefficients of the sound field.
Eq. 3.22 must be ensured before sampling, otherwise spatial aliasing will cor-
rupt the coefficients in a way that a subsequent filtering cannot compensate for.
A detailed discussion on spatial aliasing in spherical microphone arrays can be
found in (Rafaely et al., 2007b). For the sampling of level-limited sound fields
defined by (3.22) several quadratures are available. Following (Galdo, 2007)
three commonly used sampling schemes as presented in Figure 3.5 are:

1. The Chebyshev quadrature is characterized by a uniform sampling in
co-elevation ϑ and azimuth ϕ.

2. The Gauss-Legendre quadrature results in a uniform sampling in azimuth
direction ϕ. In co-elevation ϑ the sampling uses the zeros of the Legendre
polynomials of the level Nmax + 1.

3. The Lebedev quadrature is nearly uniformly spaced over the sphere sur-
face.

(a) Chebyshev grid. (b) Gauss-Legendre grid. (c) Lebedev grid.

Figure 3.5: Sampling schemes for aliasing-free sampling of level-limited fields on a
spherical aperture (Q = 110 for (a), (c) and Q = 112 for (b)).
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3.3 Discrete Spherical Apertures

Chebyshev Quadrature The Chebyshev quadrature requires a uniform
sampling in co-elevation and azimuth. Due to the simplicity of the rule, it
is used frequently in measurement applications. The grid points of a Cheby-

shev grid of order M = 2N + 1 are defined by G
(M)
Ch as

G
(M)
Ch =

{
(ϕu, ϑv) : ϕu =

πu

M − 1
; ϑv =

2πv

M − 1
;

u, v ∈ Z; u ∈ [0,M − 1]; v ∈
[
−M − 1

2
,
M − 1

2

)}
,

(3.23)

where M can only be odd. The number of grid points to compute the spherical
modes between −M−1

2 and M−1
2 is QCh = M × (M − 1). The quadrature

weights are calculated as (Galdo, 2007)

w
(M)
u,Ch = εM−1

u

4π

M − 1

(M−1)/2∑
s=0

ε
(M−1)/2
u

2

1− 4s2
cos

(
us2π

M − 1

)
, (3.24)

w
(M)
v,Ch =

1

M − 1
, (3.25)

where

ε(M)
u =

{
0.5 for u = 0,M

1 for u = 1, 2, ...,M − 1
. (3.26)

Since the Chebyshev quadrature points can be organized in a regular lattice,
the sum in Eq. (3.20) can be rewritten as two sums

∫
S2

f(φ, θ)dΩ ≈
M∑
u=0

w
(M)
u,Ch

M−3/2∑
v=−(M−1)/2

w
(M)
v,Ch.f(φu, θv) (3.27)

An advantage of the Chebyshev grid is the regular angle difference between
the quadrature points. This can be useful when spatial samples are taken by
a virtual microphone array. The disadvantage is the large number of samples
compared to the other two sampling schemes.

Gauss-Legendre Quadrature The Gauss-Legendre quadrature is sampled
at the zeros of the Legendre polynomials in co-elevation and uniformly in az-

45



Chapter 3 Wave Field Analysis

imuth. Its grid points of order M are defined by G
(M)
GL as

G
(M)
GL =

{
(ϕu, ϑv) : ϕu =

πu

M − 1
; ϑv = arccos

(
z
(M−1

2 )
u

)
;

u, v ∈ Z; u ∈
[
0,

M − 1

2

]
; v ∈

[
−M − 1

2
,
M − 1

2

)}
,

(3.28)

where ziu are the zeros of the Legendre polynomials of order i+1. The quadra-

ture weights w
(M)
u,GL along the longitudes1 can be computed with the Gaussian

quadrature rule (Engeln-Müllges et al., 2005). The weights along the latitudes2

w
(M)
v,GL are the same as for the Chebyshev quadrature. The total number of sam-

ples for the Gauss-Legendre grid is NGL = M+1
2 × (M − 1). The quadrature

problem can be solved using

∫
S2

f(φ, θ)dΩ ≈
M∑
u=0

w
(M)
u,GL

M−3/2∑
v=−(M−1)/2

w
(M)
v,GLf(φu, θv). (3.29)

Lebedev Quadrature An intuitive grid is a uniform sampling on the sphere.
This means that each sampling point has the same distance to its nearest neigh-
bors. As a consequence the points will not lie on a lattice separable in azimuth
and co-elevation. The Lebedev grid given in (Lebedev, 1975, 1976, 1977) and
(Lebedev and Skorokhodov, 1992; Lebedev and Laikov, 1999; Lebedev, 1995)
approaches an ideal uniform distribution of samples. Finding the samples is
complicated and no general formula can be given. Grid points and weights
can be calculated using a Fortran code given in (Lebedev, 2009) up to order
M = 131. For a given order, the number of grid points can be approximated

with NLb ≈ (M+1)2

3 . For this grid the quadrature problem can be solved using

∫
S2

f(φ, θ)dΩ =

2π∫
0

π∫
0

f(φ, θ) sin θdθdφ ≈
NLb−1∑
q=0

f(φq, θq)wq (3.30)

where {φq, θq} ∈ G
(M)
Lb . The main advantage of this quadrature is the re-

duced number of microphone positions compared to the Chebyshev and Gauss-

1co-elevation
2azimuth
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3.3 Discrete Spherical Apertures

Legendre quadrature.

Comparison of the Quadratures The quadratures introduced are used to
integrate in case of a spherical harmonic transform for a grid of order M. Grids
can be applied for spherical harmonics with level n ≤ N , where N = 2M . The
relationship between the number of sampling points for different quadratures
for any given order M can be approximated as (Galdo, 2007)

NCh ≈ 2NGL ≈ 3NLb. (3.31)

The Chebyshev grid is the simplest grid for measurements since sampling both
angles uniformly allows accurate positioning of the sensor in the case of virtual
arrays. It is the most inefficient quadrature grid with respect to the number
of samples required. As a result, the measurement process will be much more
time-consuming when using a Chebyshev grid for the same resolution, as com-
pared to other grids. The advantage of the Gauss-Legendre grid is that it is
the optimal solution for the co-elevation. The angles are separable in both di-
rections which makes the calculation efficient using matrix calculus. However,
this grid requires more sampling points on the sphere than the Lebedev grid.
The Lebedev quadrature cannot be separated into weights along the azimuth
and co-elevation direction because of its true bivariant nature. The major
advantage is the reduced number of grid points required. This is especially
important in the context of this work as high orders are required because of
the desired broadband measurement and analysis. However, processing both
directions lead to a higher computational complexity. In terms of room acous-
tic analysis the main focus is the reduction of measurement time and for this
reason the Lebedev quadrature is the solution used.

Spatial Aliasing The quadratures require a level-limited sound field in or-
der to provide aliasing-free sampling. However, even simple sound fields such
as single plane wave fields are not restricted to a certain maximum level Nmax.
For this reason spatial aliasing must be expected. This follows directly from
Eq. (3.10). A plane wave involves an infinite number of non-zero coefficients
Anm(k). Nevertheless, as stated in Appendix A.3.2, the spherical Bessel func-
tions of the first kind jn(kr) decay rapidly for kr > n. Hence, the strength
of the coefficients in Eq. (3.12) decays rapidly for kr > n. As a result, the
aliasing error can be neglected if the operating frequency of the microphone
array fulfills kr � Nmax. This restriction shows that spatial aliasing limits the
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array performance at high frequencies or for large radii, respectively. It will
be shown in the subsequent sections that the following condition is sufficient
to avoid aliasing:

�kr ≤ Nmax. (3.32)

To prove the quadratures, an expression to calculate the spatial aliasing error
is derived. Substituting Eq. (3.14) into Eq. (3.21) and re-arranging the terms
yields

Ânm(k) =
1

bn(kr)
·

∞∑
n′=0

n′∑
m′=−n′

An′m′(k) · bn′(kr) ·
[

Q∑
q

wq · Y m′
n′ (Ωq) · Y m

n (Ωq)

]
.

(3.33)
The term in the square brackets is an approximation of the orthonormality
condition of the spherical harmonics in Eq. (A.19). Hence,

Q∑
q

wq · Y m′
n′ (Ωq) · Y m

n (Ωq) = δn′,n δm′,m + εa(n,m, n′,m′), (3.34)

where δn′,n and δm′,m are Kronecker deltas (Rafaely et al., 2007b). If εa(n,m, n′,m′)
is zero, the exact integral is obtained. The function εa(n,m, n′,m′) denotes the
aliasing error. Equation (3.34) is computed for a Lebedev grid with Q = 110
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Figure 3.6: Orthonormality test for spherical harmonics up to level n = 11 for
Q = 110 points on a Lebedev grid. Significant aliasing arises for n > 8
(Thiergart, 2007).
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3.4 Plane Wave Decomposition

points for all combinations of n′, n and m′,m up to level n = 11. The result
is depicted in Figure 3.6 and is referred as orthonormality test. The index
inm specifies the levels of the coefficients Ânm(k), e. g., between inm = 9 and
inm = 10 all modes m of level n = 10 are present. It is expected from (3.34)
that if no aliasing occurs, the orthogonality test must be 1 (0 dB) for inm = in′m′

and 0 (−∞dB) otherwise. This constraint is fulfilled for n ≤ 8. For higher
levels, significant aliasing arises, which confirms Eq. (3.32). A different way to
reduce spatial aliasing other than denser sampling is to apply a spatial low-
pass filter. Referring to (Meyer and Agnello, 2003) and (Rafaely et al., 2007b),
this filtering is equivalent to a spatial integration of the sound pressure. As
stated above, the low-pass filter must be employed before sampling the sphere.
This can be realized by using microphones with large membranes covering a
wide area of the sphere. Conventional microphones are not suitable for this
task (Meyer and Agnello, 2003), (Rafaely et al., 2007b). For this reason, and
since the microphone array used in this work can provide a high number of
microphone positions, a denser sampling is applied to reduce spatial aliasing.

3.4 Plane Wave Decomposition

After the spherical harmonic decomposition and the effect of sampling have
been studied, this representation is now transformed into a plane wave decom-
position. A possible way has been developed by Rafaely (2004). The approach
is based on spherical Fourier transform (SFT) as given in Appendix A.3.3. The
coefficients of the SFT fnm(k) and the coefficients of the spherical harmonics
Anm(k) are related by

fnm(k) = Anm(k)bn(kr), (3.35)

where bn(kr) is the mode strength. First a sound field consisting of a sin-
gle plane wave with a direction of arrival (DOA) (ϕ0, ϑ0) is considered. The
corresponding spherical harmonic coefficients Anm(k) can be obtained from
Eq. (3.12). Inserting the result in Eq. (3.35) leads to

fnm(k) = 4πinbn(kr)Y m
n (ϕ0, ϑ0). (3.36)

Now an infinite number of plane waves with the magnitude spectrumw(ϕ0, ϑ0, k)
are considered. The spherical Fourier coefficients of the sound field can be cal-
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culated by integrating over all directions of incidence

fnm(k) = 4πinbn(kr)

∫ 2π

0

∫ π

0
w(ϕ0, ϑ0, k)Y m

n (ϕ0, ϑ0) sinϑdϑdϕ. (3.37)

The integral is the SFT of the amplitude weights w(ϕ0, ϑ0) and yields the
Fourier coefficients wnm(k)

wnm(k) = fnm(k)
1

4πinbn(kr)
. (3.38)

The amplitude ws(ϕs, ϑs, k) of a plane wave arriving from a specific direction
(ϕs.ϑs) can be determined by performing an inverse spherical Fourier transform
(ISFT) of Eq. (3.38)

ws(ϕs, ϑs, k) =

∞∑
n=0

n∑
m=−n

fnm(k)
1

4πinbn(kr)
Y m
n (ϕs, ϑs). (3.39)

The function ws(ϕs, ϑs, k) is the directivity function (or direction weights) rep-
resenting the result of the plane wave decomposition (PWD). (ϕs, ϑs) defines
the steering direction of the aperture, denoting the direction for which the
PWD is computed. Substituting Eq. (3.35) into Eq. (3.39) gives the final ex-
pression (Rafaely, 2004):

ws(ϕs, ϑs, k) =
∞∑
n=0

n∑
m=−n

1

4πin
Anm(k)Y m

n (ϕs, ϑs), (3.40)

which gives the PWD based on the spherical harmonic coefficients Anm(k).
The direction weights ws(ϕs, ϑs, k) can be interpreted as an impulse response
in the direction (ϕs, ϑs), which is an intuitive understanding of the plane wave
decomposition. The superposition of all impulses responses, corresponding to
all DOA, construct the sound field in the analyzed point. The term plane
wave decomposition is somewhat misleading because it supposes an infinite
resolution. This is only correct from a theoretical point of view. In practice
the order of analysis is always limited to a certain value Nmax. This will
lead to a limited spatial resolution. The spatial resolution of a plane wave
decomposition is studied in the next section.
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3.4 Plane Wave Decomposition

3.4.1 Spatial Resolution

The resolution of the plane wave decomposition (PWD) is limited, as the
peak in the directional weights ws(ϕs, ϑs, k) resulting from a single plane
wave is not infinitesimally thin. The spatial width of the peak is determined
only by the maximum level N of the coefficients Anm(k) within the calcula-
tions, at least in theory. However, in this section it is demonstrated that the
PWD resolution is reduced by measurement errors. To illustrate this, a sound
field of a single plane wave with frequency f = 1574Hz and arrival direction
Ω0 = (ϕ0, ϑ0) = (0◦, 90◦) is considered. The sound field is simulated using
a cardioid open-sphere array with a Lebedev quadrature using Q = 170 mi-
crophone positions and a radius r = 0.3245m. The PWD is computed for
N = 10 and N = 5. The results depicted in Figure 3.7 show that the peaks
become wider for lower maximum levels N . Therefore, the resolution of the
PWD decreases for decreasing N . The following considerations do not de-
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Figure 3.7: Direction weights ws for a sound field of a single plane wave, computed
for different maximum levels N . The absolute values are plotted. The
results are normalized to one (Thiergart, 2007).

pend on a particular array design. The spherical harmonic coefficients Anm(k)
can be computed directly for a single plane wave sound field using Eq.(3.12).
The corresponding directional weights ws are found from Eq.(3.40). Inserting
Eq.(3.12) into Eq.(3.40) yields

ws(ϕs, ϑs) =

∞∑
n=0

n∑
m=−n

Y m
n (ϕ0, ϑ0)Y

m
n (ϕs, ϑs), (3.41)
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where (ϕ0, ϑ0) is the direction of arrival (DOA) of the plane wave and (ϕs, ϑs)
denotes the steering direction of the microphone array. According to the spher-
ical harmonic addition theorem as given in Eq.(A.24), Eq.(3.41) can be rewrit-
ten as

ws(ϕs, ϑs) = ws(Θ) =

∞∑
n=0

2n+ 1

4π
Pn(cos(Θ)), (3.42)

where Pn(cos(Θ)) is the Legendre function of level n and Θ is the angle between
the directions (ϕs, ϑs) and (ϕ0, ϑ0). The angle Θ is given by (Varshalovich et al.,
1988, p. 163):

Θ = cos ϑs cos ϑ0 + sin θs sin θ0 cos(ϕs − ϕ0). (3.43)

In view of (Gradshteyn and Ryzhik, 2007, p. 986), Eq. (3.42) can be simplified
to

ws(Θ) =
N + 1

4π(cos Θ− 1)

[(
PN+1(cosΘ)− PN (cosΘ)

]
, (3.44)

where N is the maximum level of the spherical harmonics. PN (·) denotes the
Legendre polynomial of level N . The directional weights ws(Θ) are the result
of the PWD for a sound field consisting of a single plane wave and define the
spatial resolution as a function of the maximum level N . Figure 3.8(a) shows
the result of Eq. (3.44) for different levels N . It can be observed that the peak
of the direction weights, which represents the arrival direction of the plane
wave, becomes wider for decreasing N . The first value Θ1 for which ws(Θ) = 0
and Θ > 0 is defined as half the resolution of the PWD (Rafaely, 2004). An
empirical rule to determine the zero of ws(Θ) for a certain level N is given by
(Rafaely, 2004)

Θ1 ≈ 180◦

N
. (3.45)

The zeros Θ1 are illustrated in Figure 3.8(b) as a function of N , computed
exactly from Eq. (3.44) and approximated with Eq. (3.45). The approximation
error is less than 2◦ for N ∈ [5, 50]. Table 3.1 shows the resolution (= 2Θ1)
of the PWD for several maximum levels N , obtained from (3.45). The reso-
lution of the plane wave decomposition is an appropriate measure to evaluate
the performance of a spherical microphone array. A frequently used method
(e. g. (Meyer and Elko, 2002), (Park and Rafaely, 2005)) to visualize this per-
formance is the directional response. It can be determined from Eq. (3.44) by
plotting the results over all angles Θ. Thus, the directional response of a mi-
crophone array is equivalent to the directivity function, or directional weights
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ws in case of a single plane wave sound field. An example is depicted in Fig-
ure 3.9 for the maximum levels N = 10 and N = 5. The main lobe of the beam
pattern denotes the steering direction of the microphone array. Furthermore,
the width of this lobe indicates the resolution. It can be noticed that the reso-
lution is higher for larger N . Moreover, several side lobes and a back lobe are
visible, which can also be observed in Figure 3.7.

PWD Resolution [◦] Maximum level N

72 5
36 10
14.4 25
12 30
7.2 50

Table 3.1: Resolution of the PWD for different maximum levels N .

A second common measure to evaluate the performance of a microphone array
is the directivity index (DIX) (Gover et al., 2002). The directivity index is the
peak to average ratio of the outputs of the directivity function. It describes
the variation of the energy within the output over all steering directions Ωs.
Therefore, it is a measure which can be used to characterize the directivity of
an array. The directivity index is defined as (Gover et al., 2002),

DIX = 10 log10

[
max(|ws|2)
E(|ws|2)

]
, (3.46)

where max(·) denotes the maximum value and E(·) denotes the average value.
For example, the DIX for the result in Figure 3.7(a) is approximately 21 dB,
whereas for Figure 3.7(b) it is about 16 dB. The resolution of the PWD depends
only on the maximum level N of the spherical harmonic coefficients, and not
on the frequency f , nor on the product of wavenumber and radius kr. As a
consequence, in theory, the same resolution can be achieved at low frequencies
as at higher frequencies. However, this requires computing spherical harmonic
coefficients of high levels at low values of kr (see Figure 3.4). In the next section
this statement is evaluated in practical scenarios, i.e., including measurement
noise on the sensor signals.
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Figure 3.8: Plot (a) shows the (normalized) direction weights ws as a function of
Θ for a sound field of a single plane wave. Plot (b) shows the first
positive zero of ws for different maximum levels N , which equals the half
resolution of the PWD (Thiergart, 2007).
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Figure 3.9: Directional response of a plane wave decomposition for different maxi-
mum levels N (Thiergart, 2007).

3.4.2 Frequency Bandwidth

The usable frequency bandwidth is an important property in view of the desired
auralization application. For a high quality auralization a very large bandwidth
is needed. This section analyses the frequency range in which spherical micro-
phone arrays with a given radius r can be used. A sound field consisting of a
single plane wave with a frequency range from 20Hz ≤ f ≤ 5 kHz is considered.
The PWD is computed for two cardioid arrays with a radius of r = 0.3245m
and Q = 170 sampling positions using a Lebedev grid. The first array is
computed under ideal conditions and for the second, normally distributed mi-
crophone noise with a SNR of 40 dB is used. A maximum level of N = 10 is
assumed. Figure 3.10 shows the normalized directional weights as a function of
frequency for the steering directions Ωs = (ϕs, 90

◦). In the noise-free situation
in Figure 3.10(a), the applicable frequency range only has an upper limit only
due to spatial aliasing, which starts at around f = 2.5 kHz. This is in contrast
to the noisy microphone array in Figure 3.10(b), which shows a lower frequency
limit. Notice that the value range of the plot is clipped to 1 for visualization
reasons, but the magnitude of the directional weights ws tends towards infinity
for f → 0Hz. The reason for the lower frequency limit is the mode strength
bn(kr), which becomes small for the higher levels n at low values of kr (see
Figures 3.4). The result is an excessive noise amplification which corrupts the
results of the PWD. This problem is not specific to cardioid arrays. Fur-
thermore, the results in Figure 3.10 show that Eq. (3.32) is appropriate for
estimating the aliasing-free frequency limit, since fmax ≤ Nc

2πr . The restricted
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Figure 3.10: Normalized direction weights ws for a single plane wave as a function
of f . The plane wave decomposition is performed for a noise-free array
and a noisy array (SNR = 40 dB, r = 0.3245m, N = 10 and Q = 170)
(Thiergart, 2007).

frequency bandwidth of microphone arrays is a major drawback for broadband
auralization applications in practice. The results show that the array perfor-
mance is limited at large kr due to spatial aliasing, and also at small kr due
to a decreased array robustness. A solution for overcoming spatial aliasing is
using a higher number of microphone positions Q. However, this can increase
the measurement effort dramatically. A second way is the use of smaller ar-
ray radii r, which in turn reduces the array robustness against noise at low
frequencies. To improve the low frequency robustness, the maximum level N
within the calculations can be lowered. This leads to a smaller resolution of
the PWD. Therefore, it might be very difficult in practice to find an optimal
setup which at the same time provides a high frequency bandwidth, a sufficient
resolution at low frequencies, and a moderate measurement effort. These find-
ings provide a motivation for the development of a multi-radii measurement
system. The basic idea is a simultaneous measurement on different radii r, in
which the larger radius is used at the lower frequencies. This method is not
feasible for rigid sphere designs, which is an advantage of open sphere arrays.
The combination of such measurements for a system consisting of two separate
radii is discussed in Section 3.6. A second way is a varying maximum level
N , which depends on the actual value of kr. In this case the resolution of the
PWD varies with frequency. This is also useful in view of further measurement
errors. The following section will discuss relevant types of errors which will
occur in a real measurement system.
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3.5 Error Analysis of Virtual Spherical Sensor

Apertures

The performance of practical microphone arrays is limited by various measure-
ment problems, which can significantly influence the results of the plane wave
decomposition. Throughout this section these issues are investigated. The
measurement problems can be classified following Figure 3.11. A mathemati-
cal approach is derived to evaluate the influences of sensor noise, positioning
inaccuracies of the array, and spatial aliasing, on the results of the PWD. The
optimal array parameters to achieve a sufficient robustness against the various
measurement problems are studied. Examples of plane wave decompositions
are provided to show the effects of the various errors.

Measurement errors

Sampling
problems

Sensor
problems

Spatial
aliasing

Position
errors

Sensor
noise

Sensor
directivity

Random
errors

Offset
errors

Figure 3.11: Classification of measurement errors of virtual spherical sensor aper-
tures.

3.5.1 Description of Spatial Aliasing and Measurement Errors

A theoretical analysis framework has been developed, which is used to evaluate
the influence of inaccurate sensor positions, spatial aliasing, and sensor noise
on the results of the PWD. Rafaely (2005a) has introduced such a framework
for rigid-sphere arrays. First, an arbitrary sound field, which is captured using
an open-sphere cardioid array, is considered. The output of a single sensor in

57



Chapter 3 Wave Field Analysis

the frequency domain, including the three errors, is written as

s(r, ϕ′
q, ϑ

′
q, k) + eq, (3.47)

where k and r are wavenumber and array radius, eq is the sensor noise, and
ϑ′
q and ϕ′

q denote the inaccurate sensor position. Since, the sound field is sam-

pled the spherical harmonic coefficients Anm(k) are approximated by Ânm(k).
According to Eq. 3.47:

Ânm(k) =
1

bn(kr)

⎡
⎣ Q∑
q=1

wq · s(r, ϕ′
q, ϑ

′
q, k) · Y m

n (ϕq, ϑq)

+

Q∑
q=1

wq · eq · Y m
n (ϕq, ϑq)

⎤
⎦ ,

(3.48)

where Q is the number of sensors, wq are the quadrature weights, and bn(kr)
is the mode strength, which depends on the array design. The correct sensor
positions are denoted by (ϕq, ϑq). The sound field s(r, ϕ′

q, ϑ
′
q, k) can be ex-

pressed in terms of the exact coefficients An′m′(k) using Eq. 3.13. Substituting
Eq. 3.13 into Eq. 3.48 yields

Ânm(k) =
1

bn(kr)

{ ∞∑
n′=0

n′∑
m′=−n′

An′m′(k) · bn′(kr)

·
⎡
⎣ Q∑
q=1

wq · Y m′
n′ (ϕ′

q, ϑ
′
q) · Y m

n (ϕq, ϑq)

⎤
⎦+

Q∑
q=1

wq · eq · Y m
n (ϕq, ϑq)

⎫⎬
⎭ .

(3.49)
The term in the square brackets is equivalent to the orthonormality relation
of the spherical harmonics Y m

n (φq, θq) in Eq. (A.19). It can be extended to
account for aliasing errors εa and for positioning errors εϕϑ in the following
way (Rafaely, 2005a):

Q∑
q=1

wq · Y m′
n′ (ϕ′

q, ϑ
′
q) · Y m

n (ϕq, ϑq) =

{
δn′,n · δm′,m + εϕϑ(n,m, n′,m′), n, n′ ≤ Nmax

εa(n,m, n′,m′) + εϕϑ(n,m, n′,m′), n ≤ Nmax < n′ , (3.50)
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where δn′,n and δm′,m are Kronecker delta functions. The maximum level Nmax

is the highest level of the coefficients An′m′(k) which can be sampled without
spatial aliasing using Q sensor positions. Notice that aliasing errors εa do not
occur in the upper case of Eq. (3.50), since n′ < Nmax. From the Kronecker
delta functions it follows that if εϕ,ϑ = 0, then (ϕ′

q, ϑ
′
q) and (ϕq, ϑq) must

be equal, so that εϕ,ϑ represents the positioning error (Rafaely, 2005a). The
lower solution of Eq. (3.50) considers a situation where n′ > Nmax, i. e., where
spatial aliasing occurs. Since n and n′ are different, the term δn′n · δm′m does
not appear. The aliasing error εa is found from Eq. (3.34), given by

εa(n,m, n′,m′) =
Q∑

q=1

wq ·Y m′
n′ (ϕq, ϑq) ·Y m

n (ϕq, ϑq), n ≤ Nmax < n′. (3.51)

The positioning error εϕ,ϑ is determined by subtracting Eq. (3.50) from Eq. (3.51)
(Rafaely, 2005a):

εϕ,ϑ(n,m, n′,m′) =
Q∑

q=1

wq

[
Y m′
n′ (ϕ′

q, ϑ
′
q)− Y m′

n′ (ϕq, ϑq)
]
· Y m

n (ϕq, ϑq), (3.52)

where n ≤ N, n′ ≥ 0. Inserting (3.50) into (3.49) and separating the summa-
tions over n′ yields the complete expression to calculate the erroneous spherical
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harmonic coefficients.

Ânm(k) =
1

bn(kr)

∞∑
n′=0

n′∑
m′=−n′

An′m′(k) · bn′(kr) · δn′n · δm′m︸ ︷︷ ︸
A

(s)
nm(k) – signal contribution

+
1

bn(kr)

∞∑
n′=0

n′∑
m′=−n′

An′m′(k) · bn′(kr) · εϕϑ(n,m, n′,m′)

︸ ︷︷ ︸
A

(ϕ,ϑ)
nm (kr) – positioning error

+
1

bn(kr)

∞∑
n′=N+1

n′∑
m′=−n′

An′m′(k) · bn′(kr) · εa(n,m, n′,m′)

︸ ︷︷ ︸
A

(a)
nm(kr) – aliasing error

+
1

bn(kr)

Q∑
q=1

wq · eq · Y m
n (ϕq, ϑq)

︸ ︷︷ ︸
A

(e)
nm(kr) – microphone noise

.

(3.53)

The first term in Eq. (3.53) is the error-free contribution to the coefficients
Ânm(k). Due to the product of the Kronecker deltas, the term can be simplified
to Anm(k). The last three terms in Eq. (3.53) are the various error signals.
They depend on the level n and mode m of the coefficients Ânm(k), on the
product kr, and on the chosen quadrature. Due to the mode strength bn(kr),
the errors also depend on the array design used. The plane wave decomposition

is computed by substituting Eq. (3.53) into Eq. (3.40). Each term A
(·)
nm(k) in

Eq. (3.53) yields a separate contribution to the direction weights ws, which can
be written as

w(·)
s (ϕs, ϑs, k) =

∞∑
n=0

n∑
m=−n

[
1

4π in

]
·A(·)

nm(k) · Y m
n (Ωs), (3.54)

where (ϕs, ϑs) is the steering direction of the array and A
(·)
nm(kr) is A

(Ω)
nm (kr),

A
(a)
nm(kr), A

(e)
nm(kr) or A

(s)
nm(kr). The effective influence of the various mea-

surement errors on the results of the PWD can be determined by relating the
error contributions in Eq. (3.54) to the corresponding signal contribution. The
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relative error contributions is obtained as (Rafaely, 2005a):

Eϕϑ(kr) =
|w(ϕ,ϑ)

s (ϕs, ϑs, k)|2
|w(s)

s (ϕs, ϑs, k)|2
, (3.55a)

Ea(kr) =
|w(a)

s (ϕs, ϑs, k)|2
|w(s)

s (ϕs, ϑs, k)|2
, (3.55b)

Ee(kr) =
|w(e)

s (ϕs, ϑs, k)|2
|w(s)

s (ϕs, ϑs, k)|2
. (3.55c)

In Eq. (3.55), the noise-to-signal ratio (NSR) is used instead of the signal-to-
noise ratio (SNR) for comparability to the results of Rafaely (2005a). In the
following section the relations presented above are used to explore the various
errors. For this purpose, it is common to assume a sound field consisting of

a single plane wave. The directional weights w
(·)
s and the error contributions

E(·)(kr) in Eq. (3.55), respectively, are computed for the direction of arrival
(DOA) (ϕ0, ϑ0) of the sound (Rafaely, 2005a). The steering direction (ϕs, ϑs)
is equivalent to (ϕ0, ϑs). Cardioid arrays are studied since a corresponding
array is used in the measurements. The rigid sphere design is exhaustively
examined by Rafaely (2005a). Six microphone cardioid open sphere arrays are
considered and summarized in Table 3.2. To obtain comparable results for the
various quadratures, the arrays 1 to 3 are chosen such that they achieve the
same Nmax, whereas the arrays 4 to 6 provide a similar Q. For all six arrays,
microphone noise which is normally distributed with a standard deviation σe =
1 is assumed. This equals a SNR of 0 dB. This value of σe is chosen to easily
determine the robustness of the PWD against measurement noise. A single
ideal plane wave is considered to study the array performance. The DOA
Ω0 = (25.7◦, 60◦) agrees with the steering direction Ωs of the microphone
array. The direction Ω0 is arbitrarily chosen. However, it is shown in the
following sections that it has no effect on the presented results.

3.5.2 Spatial Aliasing

As discussed in Section 3.3, a certain amount of spatial aliasing is always
present, which is produced by spherical harmonics of higher levels. Neverthe-
less, the magnitude of a spherical harmonic decays rapidly if the level is higher
than kr. Hence, spatial aliasing should be negligible if the sound field satisfies
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Array No. Quadrature Q N Nmax Ω0 (◦)
1 Lebedev 14 2 2 (25.7, 60)
2 Chebyshev 20 2 2 (25.7, 60)
3 Gauss-Legendre 12 2 2 (25.7, 60)
4 Lebedev 110 2 8 (25.7, 60)
5 Chebyshev 110 2 5 (25.7, 60)
6 Gauss-Legendre 112 2 7 (25.7, 60)

Table 3.2: Array configurations to evaluate the influences of various measurement er-
rors. Q is the number of microphone positions, Nmax is the maximum level
of the spherical harmonics which can be sampled without spatial aliasing,
and N is the corresponding maximum level used in the calculations.

kr < Nmax. To verify this behavior, the relative error contribution Ea(kr) of
spatial aliasing is computed. The considered array configurations 1 to 6 in
Table 3.2 are used to provide comparability. The relative error contribution
Ea(kr) is computed using Eq. (3.53), (3.55) and (3.51). The signal contribution

A
(s)
nm(k) and the mode strength bn(kr) are obtained from Eq. (3.12) and from

Eq. (3.19), respectively. The steering directions Ωs of the microphone arrays
are equal to the DOA Ω0. Figure 3.12 shows the results for the cardioid design.
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Figure 3.12: Relative error contribution 10 log10(Ea(kr)) of spatial aliasing for the
open sphere array configurations in Table 3.2 (Thiergart, 2007).

It can be noticed that spatial aliasing increases for increasing kr. This means
that it limits the PWD performance when measuring at high frequencies or
when using large array radii. If the arrays provide the same Nmax, as in (a),
then the aliasing errors are similar for all quadratures. This is in contrast to

62



3.5 Error Analysis of Virtual Spherical Sensor Apertures

(b), where the arrays have the same number of microphone positions. In this
case, the Lebedev quadrature offers an improved robustness against spatial
aliasing. Therefore, this quadrature is recommended when operating in a fre-
quency range, where kr is high. The results in Figure 3.12 show that spatial
aliasing should be negligible if kr < Nmax. In this case, the Lebedev quadra-
ture, for example, is characterized by an error contribution which is below
−35 dB in (a) and below −80 dB in (b). The corresponding error contributions
of the Chebyshev quadrature are below −30 dB in (a) and below −50 dB in
(b). The influence of spatial aliasing depends less on the DOA of the sound.
As in the previous section, this assumption was verified by repeating the entire
calculations for the DOAs Ω0 = (0◦, 90◦) and Ω0 = (−165◦, 22◦). The results
can be found in Appendix B.1.

3.5.3 Microphone Noise

Recent microphone technology can provide a high signal-to-noise ratio (SNR)
of typically 90 dB or above (Sennheiser, 2007a), (Sennheiser, 2007b). Neverthe-
less, microphone noise cannot be disregarded for the plane wave decomposition.
In Section 3.4.2 it was demonstrated that uncorrelated noise is significantly am-
plified if spherical harmonics of high levels n are computed at low values of kr.
To determine the influence of microphone noise on the PWD, the relative error
contribution Ee(kr) is computed using Eq. (3.53) and Eq. (3.55). The error-free

signal contribution A
(s)
nm(k) in Eq. (3.53) is obtained from Eq. (3.12). The mode

strength bn(kr) follows from Eq. (3.19). The results for Ee(kr) are depicted in
Figure 3.13 for 0.1 ≤ kr ≤ 10. The presented plots are an average over 50
realizations3 of the microphone noise. The illustrated relative error contribu-
tion Ee(kr) is the reciprocal of the so-called white-noise-gain (WNG), which is
a measure for the SNR improvement between the array input s(r,Ω′

q, k) + eq
and the array output ws(Ωs, k) (Bitzer and Simmer, 2001). Therefore, the
PWD provides an increased SNR, for regions in Figure 3.13 in which the error
Ee(kr) is below 0dB. In each situation, the highest improvement in SNR is
found around kr = 2. For both higher and lower kr, it decays significantly.
This reflects the reciprocal behavior of the mode strength bn(kr), which is
depicted in Figure 3.4. The omnidirectional open sphere design, which is plot-
ted for comparison in (c) and (d), offers a higher SNR improvement around
kr = N compared to the cardioid design in (a) and (b). However, the robust-

3The results are stable already after 30 averages.
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Figure 3.13: Relative error contribution 10 log10(Ee(kr)) of microphone noise with a
standard deviation σe = 1 for the open sphere array configurations in
Table 3.2 (Thiergart, 2007).

ness against noise deteriorates more significantly below and above the error
minimum. Moreover, the error contributions in (c) and (d) show several dis-
tinct peaks for kr > N . Around these kr, microphone noise is enormously am-
plified. The reason for this is the spherical Bessel function jn(kr) in Eq. (3.21),
which becomes nearly or even exactly zero. Comparing the different array con-
figurations in Figure 3.13, it can be noted that the influence of microphone
noise depends only slightly on the chosen quadrature. The higher number of
microphone positions in (b) and (d) improves the array robustness significantly
against noise compared to (a) and (c). The results in Figure 3.13 are assumed
not to depend on the DOA Ω0 of the sound. To verify this assumption, the en-
tire calculation was repeated for two additional sound fields with very different
DOA, namely Ω0 = (0◦, 90◦) and Ω0 = (−165◦, 22◦). The corresponding plots
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can be found in the Appendix B.2. It was found that the error contribution is
(nearly) independent of Ω0.
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Figure 3.14: Relative error contribution 10 log10(Ee(kr)) of microphone noise for the
array configuration 4 in Table 3.2 and cardioid sensor elements.

The Lebedev quadrature will often be the sampling scheme of choice, as dis-
cussed in Section 3.3. For this reason the Lebedev quadrature of array 4 in
Table 3.2 is studied in more detail. Figure 3.14 illustrates the relative error
contribution Ee(kr) as a function of kr for the maximum levels N ∈ [0, 8]. The
results verify that the error minimum is always located around kr = N . Under
this constraint, a SNR which is constant over kr is achieved. In general, the
error increases less significantly for higher kr than for lower kr. As a result
for the practical application, the maximum level can be limited to N < kr,
for example to reduce the computational effort. It can be concluded from this
section that the influence of microphone noise is the lowest if the maximum
level is set to N ≈ kr. In this case, a high (and constant) SNR over a wide
frequency range can be achieved. This constraint reduces the resolution of the
PWD. As a result, the PWD performance is limited at low frequencies f , or
for small array radii r due to a lack of robustness of the array against micro-
phone noise. In other words, a high PWD resolution at low kr involves a high
noise amplification. The array robustness against microphone noise does not
depend on the chosen quadrature. However, the SNR can be optimized within
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the PWD by increasing the number of microphone positions Q.

3.5.4 Positioning Errors of the Sensor Array

In case of virtual sensor arrays as described in Section 3.1.2, positioning errors
caused by the mechanical construction can arise. Two possible positioning
inaccuracies can be identified:

1. Random positioning errors

2. Constant offset errors.

Both problems are examined in the same way as microphone noise in the pre-
vious section. The following results depend on the direction of arrival (DOA)
Ω0 of the sound and on the quadrature considered. Therefore, the error ro-
bustness between the various sampling schemes cannot be compared directly.
Solving this problem in a generalized way is difficult. A possible way is to
repeat the calculations for a specific number of random DOAs and to average
the outputs. It is clear that the final result is affected by the distribution of
the DOAs. Herein only a single4 DOA, as in the previous section, is consid-
ered. Nevertheless, the general conclusions from the following results, which
are important for the plane wave decomposition, are not affected by Ω0 or the
chosen sampling scheme.

Random Positioning Errors

The random positioning errors are evaluated by computing the relative error
contributions EΩ(kr). The sound field of a single ideal plane wave, with Ω0

denoting the DOA, is simulated using the six array configurations listed in Ta-
ble 3.2 on page 62. The steering direction Ωs of the microphone arrays agrees
with the DOA of the sound. Random positioning errors which are normally
distributed with a standard deviation σΩ = 1◦ are assumed. The value of σΩ
is a realistic value for the positioning accuracy of the microphone array used
(Schlesinger et al., 2007). The positioning error is added to both components
of the direction Ω′

q. While the relative error contribution EΩ(kr) is determined

using Eq. (3.53) and Eq. (3.55), the error-free signal contribution A
(s)
nm(k) is

4This is also conform to the work of (Rafaely, 2005a), in which rigid sphere arrays are
examined.
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Figure 3.15: Relative error contribution 10 log10(EΩ(kr)) of random microphone po-
sitioning errors with a standard deviation σΩ = 1◦ for the array config-
urations in Tab. 3.2 using open sphere designs (Thiergart, 2007).

obtained from Eq. (3.12). The mode strength bn(kr) follows from Eq. (3.21).
Figure 3.15(a) and (b) show the results of EΩ(kr) when using cardioid mi-
crophones. These plots present an average over 50 realizations of incorrect
microphone positions5. It can be noticed that the highest robustness against
random positioning errors (i. e., the smallest error contribution) is achieved
around kr = N = 2. Both a higher and a lower kr leads to increasing errors.
This behavior is produced by the 1/bn(kr) term in Eq. (3.53). It can be observed
that the characteristic of the error performance is similar for all quadratures.
The results in (b) show that the array robustness against positioning errors is
significantly higher if a larger number of microphone positions is used. The
results for EΩ(kr) when using open omni sphere arrays are illustrated in Fig-

5The results are already stable after 30 realizations.
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ure 3.15(c) and (d). The error contributions show a similar behavior as for
the cardioid designs in (a) and (b) for small values of kr. This means, the
highest array robustness is found around kr = N = 2. In contrast to cardioid
arrays, several distinct peaks within the error contributions for kr > N can
be noticed. The peaks arise exactly for the kr for which the spherical Bessel
functions jn(kr) become zero. Furthermore, the cardioid design gives a slightly
better error characteristic than the omni sphere design. A reason could be the
lower number of microphones involved in the processing due to the directiv-
ity of the single sensors. Because of its benefits for practical applications, the
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Figure 3.16: Relative error contribution 10 log10(EΩ(kr)) of random microphone po-
sitioning errors for the array configuration 4 in Table 3.2, considering a
cardioid design.

Lebedev configuration (array 4 in Table 3.2) is studied in more detail. The
relative error contributions for the maximum levels N ∈ [0, 8] are visualized in
Figure 3.16. The results for the cardioid design in (a) verify the assumption
that the influence of random positioning errors is lowest in case the maximum
level is set to N = �kr. Nevertheless, it can be observed that the error con-
tribution increases under this constraint. In other words, the array robustness
decreases for both larger array radii or higher frequencies. The decrease in
robustness at higher frequencies can be explained by a shorter wavelength of
sound, which yields an increased risk of sampling an incorrect phase. The same
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problem can arise when using a larger array radius, which leads to a larger off-
set of the individual microphones. The results of this section show that the
influence of random positioning errors on the results of the plane wave decom-
position is similar to the behavior of microphone noise. A minimum error can
be achieved if a maximum level N ≈ kr is used within the calculations of the
PWD. However, this lowers the resolution of the PWD at low values of kr and
increases the computational effort at high values of kr. The general conclusions
of this section can be applied to all quadratures considered. To prove them,
the calculations in Figure 3.15 were repeated for the sound arrival directions
Ω0 = (0◦, 90◦) and Ω0 = (−165◦, 22◦) (see Appendix B.3), which verify the
outcomes of this section.

Offset Positioning Errors

The influence of constant offset positioning errors is analyzed in the following.
These errors can be divided into horizontal offset errors in azimuth direction ϕ
and vertical offset errors in co-elevation direction ϑ. The former error occurs,
for example, if the horizontal alignment of the microphone array is incorrect.
The latter errors can arise if the vertical step motor is over-strained due to
the weight of the robot arm. Horizontal offset errors are less critical since
they only rotate the coordinate system in the azimuthal direction. However,
vertical offset errors are more critical. The microphone angles in azimuth
direction vary in the range −π ≤ ϕq ≤ π, whereas the range for the angles in
co-elevation direction is 0 ≤ ϑq ≤ π. A constant offset error added to ϑq does
not simply rotate the coordinate system, but it leads to denser microphone
positions near one pole of the measurement sphere (see Figure 3.17). The
vertical offset positioning errors are evaluated in the same way as the random
positioning errors (i. e., by computing the contribution of the offset errors to
the direction weights ws). To provide comparable results, the same array
configurations are considered as in the previous sections. A plane wave arriving
from Ω0 is assumed, which corresponds to the steering direction Ωs of the
microphone arrays. A constant angle γϑ = 1◦ is added to the co-elevation
ϑq of each microphone position to simulate the offset errors. This value is
chosen to provide results comparable to the previous section. To examine the
influence of the offset positioning error, the relative error contribution EΩ(kr)
is computed. However, a constant angle γϑ is added only to the co-elevation
components of the microphone positions Ω′

q. Figure 3.18(a) and (b) show
the results for the cardioid microphones. Similarly to the random positioning
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(a) Accurate (b) Vertical offset error

Figure 3.17: Plot (a) shows an example for accurate microphone positions. Plot (b)
shows inaccurate positions as a result of adding a (unrealistically) large
constant vertical offset error, which yields a denser sampling near the
south pole of the sphere.

errors, the minimum of the error contributions is found around kr = N = 2.
Comparing Figure 3.18(a) with (b), it can be observed that the influence of
offset errors is not reduced if the number of microphone positions is increased.
As in the previous sections, the Lebedev quadrature with array 4 in Table
3.2 is studied in detail. The relative error contribution EΩ(kr) for both array
designs are depicted in Figure 3.19 for the maximum levels N ∈ [0, 8]. The
error robustness against offset errors is generally improved if N is low. This is
in contrast to the positioning errors in Figure 3.16 and the microphone noise in
Figure 3.14, in which the error minimum is always found around kr = N . The
array robustness deteriorates significantly if N > kr, which agrees with the
results for the random positioning errors and the microphone noise. Therefore,
a reduction of N might be necessary in practice. Referring to Section 3.4.1,
this limits the resolution of the PWD, particularly at low frequencies or for
small array radii, where kr is low.

The results of this section show that the influences of random positioning
errors depend only slightly on the maximum level N , as long as N < kr.
However, N must be reduced at low kr to avoid a poor error robustness.
Furthermore, the robustness of the array can be improved by increasing the
number of microphone positions. The results of this section have been verified
by repeating the calculations in Figure 3.18 for the DOAs Ω0 = (0◦, 90◦) and
Ω0 = (−165◦, 22◦) (see Appendix B.3).
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Figure 3.18: Relative error contribution 10 log10(EΩ(kr)) of vertical offset position-
ing errors for the array configurations in Table 3.2 (Thiergart, 2007).

3.5.5 Non-ideal Microphone Characteristics

Cardioid microphones provide a solution to the numerical problems of the open
sphere design because no singularities arise in the mode strength. However,
ideal (frequency-independent) microphone characteristics cannot be assumed
in practice. To demonstrate a non-ideal cardioid microphone characteristic,
Figure 3.20 shows the polar diagrams of a Sennheiser6 microphone (Sennheiser,
2007c) in contrast to an ideal cardioid characteristic. Especially at higher
frequencies the non-ideal7 characteristic differs significantly. In the following
section, the influences of a non-ideal first-order characteristic on the PWD are
analyzed in a similar manner as for the positioning errors and the microphone
noise. To evaluate these influences, a mathematical description is derived and
the results are presented.

Error Functions for Non-ideal Microphone Characteristics

A pragmatic approach to compute the error contribution of a non-ideal micro-
phone characteristic to the PWD is proposed in this section. A sound field
consisting of a single plane wave with a DOA Ω0 is assumed. To simulate
realistic cardioid microphones, the MKH 8040 characteristic in Figure 3.20 is

6Sennheiser characteristics are considered, since the polar diagrams are available on a high
resolution on http://www.sennheiser.de

7Non-ideal named the realistic case of a practical realization.
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Figure 3.19: Relative error contribution 10 log10(EΩ(kr)) of vertical offset position-
ing errors for the array configuration 4 in Table 3.2, considering a car-
dioid design (Thiergart, 2007).

used, which is available for 125Hz ≤ f ≤ 16 kHz. To avoid the occurrence of
additional errors when studying such a wide frequency range, it is crucial to
ensure that no spatial aliasing occurs in the simulation. To compute the error
contribution of a non-ideal microphone characteristic, the following steps are
performed:

1. Determine the ideal coefficients Anm(k) of the considered sound field
using Eq. 3.12. The coefficients are computed for a maximum level N .

2. Use the results to compute the sound pressure p(r,Ωq, k) for each micro-
phone position Ωq. As a result, the pressure field is always level-limited
to N . Thus, a frequency-independent constant number of microphone
positions can be used for all kr without producing spatial aliasing.

3. Weight8 the pressures with the ideal and non-ideal microphone charac-
teristic in Figure 3.20 to obtain the first-order microphone responses.
Depending on the frequency, the non-ideal characteristic is linearly in-
terpolated.

8The weighting factor depends on the angle between Ωq and Ω0.
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Figure 3.20: Polar diagrams of Sennheiser MKH 8040 at different frequencies
(Sennheiser, 2007c) and ideal characteristic.

4. Determine the corresponding ideal and non-ideal coefficients Anm(k) and
Ânm(k), respectively, using Eq. (3.53).

5. Compute the corresponding directional weights ws(Ωs, k) and ŵs(Ωs, k)
from the SFT approach.

Subsequently, the root mean squared error (RMSE) is introduced to compute
the absolute error contribution of a non-ideal cardioid microphone character-
istic as

w(Θ)
s (Ωs, k) =

√
E [|ws(Ωs, k)− ŵs(Ωs, k)|2], (3.56)

where E[·] denotes the average value. Similarly to the approach in Eq. (3.55),
the relative error contribution can be obtained by relating the absolute error

contribution w
(Θ)
s to the error-free signal contribution ŵs:

EΘ(k) =
|w(Θ)

s (Ωs, k)|2
|ws(Ωs, k)|2 . (3.57)

Eq. (3.57) is used in the following section to evaluate the influence of a non-ideal
microphone characteristic for different kr.

Non-ideal Cardioid Microphones

This part deals with the influence of a non-ideal cardioid microphone charac-
teristic on the results of a PWD. Array configurations 7–12 in Table 3.3 are
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Array No. Quadrature Q N Nmax r [m] f [Hz]

7 Lebedev 110 8 8 1.5 [125, 16 k]
8 Gauss-Legendre 144 8 8 1.5 [125, 16 k]
9 Chebyshev 272 8 8 1.5 [125, 16 k]
10 Lebedev 770 8 23 1.5 [125, 16 k]
11 Gauss-Legendre 760 8 19 1.5 [125, 16 k]
12 Chebyshev 812 8 14 1.5 [125, 16 k]

13 Lebedev 110 8 8 [0.19, 24] 1 k
14 Gauss-Legendre 144 8 8 [0.19, 24] 1 k
15 Chebyshev 272 8 8 [0.19, 24] 1 k

16 Lebedev 770 8 23 [0.19, 24] 1 k
17 Gauss-Legendre 760 8 19 [0.19, 24] 1 k
18 Chebyshev 812 8 14 [0.19, 24] 1 k

Table 3.3: Array configurations to study influences of a non-ideal microphone char-
acteristic, where r is the array radius and f is the operating frequency
range. The frequency range corresponds to the frequencies for which the
Sennheiser MKH 8040 characteristic is available. The number of micro-
phone positions Q allows the sampling of a sound field up to a maximum
level Nmax without spatial aliasing. The symbol N denotes the highest
level within the calculations.

considered first. The values of Q and N are increased compared to the previous
sections since the kr-range is higher. To achieve comparability, the arrays 7–9
are chosen such that they provide the same Nmax, whereas the arrays 10–12
have a similar Q. Based on the previous sections, a sound field consisting of
a single plane wave with DOA Ω0 = (25.7◦, 60◦) is considered. Furthermore,
the sound field is level-limited to N to avoid spatial aliasing. To verify the
influence of the DOA Ω0 and the chosen quadrature, the following calculations

are repeated for the DOAs Ω
(2)
0 = (0◦, 90◦) and Ω

(3)
0 = (−165◦, 22◦). The

results are depicted in Appendix B.4. The relative error contribution EΘ(kr)
is calculated, the steering direction Ωs is equal to the DOA Ω0. The results
for the array configurations 7–12 are depicted in Figure 3.21. Comparing the
plots, it can be noticed that the error contribution EΘ(kr) depends neither
on the number of microphones Q, nor on the chosen quadrature. Further-
more, the error contribution does not increase for higher values of kr, although
the discrepancy between the ideal and non-ideal microphone characteristic is
larger at higher frequencies. In this special case the influence of a non-ideal
microphone characteristic on the results of the PWD is low. However, this is
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only true for sound fields consisting of a single plane wave and if the steering
direction Ωs of the array corresponds to the DOA Ω0 of the sound. The in-
creasing error contribution EΘ(kr) towards smaller kr can be explained with
an array robustness, which is generally reduced for kr < N , due to a low mode
strength bn(kr). The fluctuations present at higher kr are caused by the level

restriction of the sound field. The outputs for the two additional DOAs Ω
(2)
0

and Ω
(3)
0 verify these conclusions. This shows that the influence of a non-ideal

microphone characteristic does not depend on the quadrature or the direction
of arrival of the sound. To confirm the results, the error contribution EΘ(kr)
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Figure 3.21: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid mi-
crophone characteristic (MKH 8040) for a constant radius r = 1.5m
(Thiergart, 2007).

is computed for a constant frequency, but for different array radii. In doing
so, the influences of a varying realistic microphone characteristic are neglected.
The array configurations 13–18 in Table 3.3 are used, which provide the same
kr-range as the arrays 7–12. Moreover, the maximum level N and the number
of microphones Q remain untouched to achieve comparability. However, notice
that a radius of r = 24m is not realizable in practice. The results for EΘ(kr)
are illustrated in Figure 3.22. It can be observed that the error contribution
EΘ(kr) is nearly constant for kr > N . In contrast, the error increases for
kr < N , although the discrepancy between the ideal and non-ideal microphone
characteristic does not. As a next step, a sound field consisting of a single plane
wave arriving from Ω0 = (0◦, 90◦) is considered. The sound field is limited to
level N = 8 to avoid spatial aliasing. For the simulation Configuration 7 from
Table 3.3 is used. Now three different first-order directivities are considered
(see Figure 3.23). The erroneous directional weights ŵs(kr) are computed and
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Figure 3.22: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid mi-
crophone characteristic (MKH 8040) for a constant frequency f = 1 kHz
(Thiergart, 2007).

the results for a co-elevation of ϑs = 90◦ are plotted against the azimuth ϕs to
obtain the horizontal directional response of the array. The plots in the lower
row in Figure 3.23 show the resulting directional responses of the PWD (i. e.,
the polar diagrams of the directional weights ŵs(kr)). For reference, the plots
(a) and (e) illustrate the simulation when using ideal cardioid microphones.
In all plots, the sound arrives from the right. Comparing the non-ideal PWD
results in (f)–(h) with the reference in (e), it can be noticed that all main
lobes (i. e., the lobes which point to the right) are nearly unaffected by the cor-
responding non-ideal microphone characteristic. This explains the low error
contributions EΘ(kr) in the previous subsection, which are achieved because
both the steering direction of the microphone array and the DOA of the sound
are equal. However, it is visible in Figure 3.23 that a non-ideal characteristic
increases the sensitivity toward the back of the array enormously.

3.6 Bandwidth Extension Using Multi-radii Design

In practice, Anm(k) can only be computed correctly for n ≤ Nmax, where Nmax

represents the maximum order of robust calculation. This is a consequence of
the fact that the mode strength bn(kr) becomes almost zero for increasing n
at constant values of kr. This highly amplifies measurement errors which can
corrupt the results (Rafaely, 2005a). Hence, the first sum in Eq. (3.40) must
be limited to Nmax, whereas a small N leads to a low spatial resolution of the
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Figure 3.23: The upper plots show the characteristics of the microphones of a first-
order array in dB scale. The lower plots show the resulting directional
responses of the PWD for N = 8. The plots (a) and (e) are the ideal
reference (Thiergart, 2007).

PWD (Rafaely, 2004). Since N is lower for smaller kr, a high spatial resolution
at low frequencies requires a large array radius, which in turn leads to stronger
spatial aliasing at higher frequencies. To overcome this problem, an array
featuring two microphones at two different radii r1 and r2 can be used. The
large radius measurement on r2 is used to determine the coefficients Anm(k)
below the transition frequency fc and the small radius measurement on r1 is
used for frequencies above the transition frequency. The array parameters are
a compromise between constraints of a practical realization of a virtual open
sphere sensor array and the accuracy of the PWD. Discrete switching between
two radii at a single frequency can lead to other undesirable artifacts. At
the transition frequency, the spatial resolution changes according to the Nmax

used. This leads to a distribution of the energy over an increased number of
direction weights. Figure 3.24(c) shows the directional weights for a sound field
consisting of a single plane wave. A single co-elevation angle which corresponds
to the direction of arrival of the plane wave is plotted. The transition frequency
is set to fc = 1900Hz. The abrupt change in resolution in direction of 0◦ can be
noticed. If a single direction is extracted for post processing (e. g., in adaptation
to binaural reproduction), the discontinuity in the spectrum becomes audible
as a sinusoid component, due to the step in the magnitude of the resulting
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frequency response. A spectrogram of the DOA of the plane wave is depicted
in Figure 3.24(d). The sinusoid at the transition frequency can clearly be
identified. To avoid such artifacts, two filters H1(k) and H2(k) can be used for
r1 and r2, respectively. These filters should be designed such that

1 = |H1(k)|+ |H2(k)| (3.58)

can be guaranteed for all k. The filter can be applied to the directional weights
obtained from the PWD according to Eq. (3.40). The broadband direction
weights ws(ϕs, ϑs, k) are given by

ws(ϕs, ϑs, k) = H1(k)ws1(ϕs, ϑs, k) + ws2(ϕs, ϑs, k)H2(k), (3.59)

where (ϕs, ϑs) denotes the steering direction. The filter can be applied directly
to the coefficients Anm(k) when calculating the PWD given by Eq. (3.40).
Hence

ws〈·〉(ϕs, ϑs, k) = H〈·〉(k) ·
∞∑
n=0

n∑
m=−n

1

4πin
Anm〈·〉(k)Y m

n (ϕs, ϑs), (3.60)

where 〈·〉 denotes the radius used. Alternatively, the same result can be
achieved by filtering the the coefficients measured at the two different radii:

Anm(k) = H1(k)Anm1(k) +H2(k)Anm2(k). (3.61)

To avoid aliasing and guarantee a stable calculation of the coefficients, the
maximum level Nmax used for calculation is set to Nmax = kr. This can be
interpreted as a filtering of the coefficients, which can be included in the filter
H〈·〉nm(k):

H〈·〉nm(k) =

{
H〈·〉(k) ∀ n ≤ ⌈

kr〈·〉
⌉

0 ∀ n >
⌈
kr〈·〉

⌉
,

(3.62)

where r〈·〉 is the radius for which the filter is calculated. This approach is only
one of several possible solutions. Alternatively, a Wiener filter could be used to
optimize the signal energy contained in the higher levels. A similar approach
was proposed by Kuntz and Rabenstein (2008) and studied by Kuntz (2009)
for the use in circular array processing.
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3.6.1 Comparison of Multi-radii Designs

Two filters have been used for the application of the multi-radii design discussed
in the following sections. The first filter is optimized for the highest possible
resolution. This is applied during the extraction of reflections. The filter for
the coefficients of the two radii is given by Eq. (3.62) where 〈·〉 indicates the
radius 1 or 2, with

H1(k) =

{
1 ∀ k ≤ kc

0 ∀ k > kc
(3.63)

H2(k) =

{
0 ∀ k ≤ kc

1 ∀ k > kc.
(3.64)

The frequency range is given by kc = 2πfc/c, where fc denotes the transition
frequency of the two radii. The second filter minimizes the artifacts in aural-
ization at the cost of the resolution:

H1nm(k) =

{
H1(k) ∀ n ≤ min (�kr1 �kcr2)
0 ∀ n >

⌈
kr〈·〉

⌉
,

(3.65)

H2nm(k) =

{
H2(k) ∀ n ≤ �kr2
0 ∀ n >

⌈
kr〈·〉

⌉
.

(3.66)

The resolution is adapted by limiting the maximum n used for the calcula-
tion for the large array to the resolution of the small radius at the transition
frequency. To smooth the transition between the coefficients, a cross fade is
applied by

H1(k) =

⎧⎪⎪⎨
⎪⎪⎩
1 ∀ k ≤ kc − α

0.5 + 0.5 cos
(
πc k−(kc−α)

(kc+α)−(kc−α)

)
∀ kc − α < k ≤ kc + α

0 ∀ k > kc + α

(3.67)

H2(k) =

⎧⎪⎪⎨
⎪⎪⎩
0 ∀ k ≤ kc − α

0.5− 0.5 cos
(
πc k−(kc−α)

(kc+α)−(kc−α)

)
∀ kc − α < k ≤ kc + α

1 ∀ k > kc + α.

(3.68)

The two methods are compared to a single radius array design. This is done
by simulations of a single plane wave with a DOA of (0◦, 90◦). The responses
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of the array are depicted in Figure 3.24. The simulations are limited to a
frequency range of 0Hz to 3500Hz. The transition frequency of the two radii
was set to 2100Hz to avoid aliasing in the coefficients of the larger radius.
The used radii are 0.28m and 1m. The plot of a single plane of directional
weights shows the resolution of the different designs. In the upper row the
results for a single radius of r2 = 0.28m are given. The resolution deteriorates
in the frequency range below 2000Hz. The hard switch of the two radii is
given in the middle row. The difference in resolution is clearly visible at the
transition frequency. The consequence of this hard switch can be seen in the
spectrogram on the right hand side, which was calculated for the direction
weights of the DOA of the plane wave. At the transition frequency fc, a strong
sinusoidal component is observed. If a resolution adaptation and a fade of the
coefficients is used, the resolution is constant below the transition frequency
where n is set to a constant value. No sinusoidal component arises at the
transition frequency because fading and the resolution adaptation result in a
smooth frequency response. It is important to note that the adaptation of
the resolution is sufficient to avoid the sinusoid in the ideal case. In the non-
ideal case the fade is required. In this case, the theoretical resolution at the
transition point is no longer achieved.

3.7 Quantitative Analysis of Measurement Errors

Based on the theoretical findings in the previous section, a prototype array
system was used to evaluate the possibilities of a virtual open sphere car-
dioid microphone array. The first prototype was realized by Schlesinger et al.
(2007). In a second iteration, the array was optimized in terms of measure-
ment accuracy. This system is used in order to verify the theoretical analysis.
In parallel, simulations were conducted using the same parameters as the pro-
totype array system summarized in Table 3.4. A picture of the dual radius

QLeb fmax r1 f1 r2 fc mic type

2030 20 kHz 0.28m 7.4 kHz 1m 2.1 kHz cardioid

Table 3.4: Open sphere array configuration used in the measurement and simulation.

sensor array used is given in Figure 3.25(a). The geometrical setup of the sim-
ulation and the measurement consisting of a single sound source is depicted in
Figure 3.25. The measurement was carried out in the anechoic measurement
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(a) Single radius (0.28m).
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(b) Single radius (0.28m).
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(c) Dual radii design using switching.
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(d) Dual radii design using switching.
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(e) Dual radii design using fade and adap-
tation.
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(f) Dual radii design using fade and adap-
tation.

Figure 3.24: Comparison of different array designs using an ideal simulation of
a single plane wave. The left column shows the direction weights
(10log10 |ws(ϕ, 90

◦, ω)|) for the co-elevation corresponding to the direc-
tion of arrival of the plane wave. The right column shows spectrograms
of the direction weights in the direction of arrival of the plane wave.
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(a)

4.
58

m

source

array

(b)

Figure 3.25: (a) The anechoic measurement room of Delft University of Technology
and the spherical sensor array used. The microphones, marked by the
rectangles, are mounted on both sides of the robot arm for a better
balance. (b) The geometry for the simulation and measurement (top
view) (Thiergart, 2007).

room at Delft University of Technology. The simulation includes the following
measurement errors as well as a realistic cardioid sensor characteristic. The
values are based on the analysis of the sensor array used for the measurements
given in (Schlesinger et al., 2007):

• Zero mean Gaussian distributed random positioning error in azimuth
with standard deviation σ1 = 1◦ and in co-elevation with σ2 = 4◦,

• Constant offset positioning error in co-elevation: 3◦,

• Normally distributed white noise signal eq resulting in a 80 dB SNR.

To compute the impulse responses for each sensor, first a flat frequency spec-
trum is generated. The phase is adjusted according to the travel time of the
sound from the omni-directional source to the sensor position. A 1/d decrease
of the sound pressure is included, where d is the traveling distance of the
sound. The spherical harmonic decomposition and plane wave decomposition
are computed for several steering directions Ωs. The maximum order is set
to N = �kr to ensure the highest error robustness, where r is either r1 or r2
depending on the frequency. Furthermore, N is restricted to N ≤ 38, which
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3.7 Quantitative Analysis of Measurement Errors

takes effect for f > f1, to limit the computational effort. The normalized
directivity function ws(ϕ, ϑ, k), determined from the simulations and the mea-
surement, is depicted in Figure 3.26 for the transition frequency fc = 2.1 kHz.
The peak in each plot represents the direct sound. For the smaller radius r1
(Figure 3.26(b), 3.26(d)) nearly no influence of the measurement error is vis-
ible at this frequency. The measurement error is clearly visible for the larger
radius r1 (Figure 3.26(a), 3.26(c)). The Figure 3.27 shows the results ob-
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(a) Ideal simulation, r2 = 1m, N = 38
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(b) Ideal simulation, r1 = 0.28m, N = 12
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(c) Non-ideal simulation, r2 = 1m, N = 38
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(d) Non-ideal simulation, r1 = 0.28m, N =
12

Figure 3.26: Direction weights |ws| at f = 2.1 kHz for the simulation setup in Fig-
ure 3.25(b). The results are normalized for a unit maximum magnitude
(Thiergart, 2007).

tained by the measurement. It was found that the performance of the real
array is better than expected using the assumed measurement errors within
the simulations. Figure 3.28(a) shows the directivity function ws(ϕ, ϑ, k) de-
termined with the error-free simulation for the horizontal plane Ωs = (ϕ, 90◦)
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(a) Measurement, r2 = 1m, N = 38
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(b) Measurement, r1 = 0.28m, N = 12

Figure 3.27: Direction weights |ws| at f = 2.1 kHz for the measurement setup in Fig-
ure 3.25(b). The results are normalized for a unit maximum magnitude
(Thiergart, 2007).

as a function of f . Figure 3.28(b) shows the results of a simulation including
simulated measurement errors. Spatial aliasing is present above f = 12kHz.
The theoretical PWD resolution (Eq. (3.45)) is marked by the dashed lines in
Figure 3.28(a) and specifies the area in which the direct sound energy is mainly
concentrated (Rafaely, 2004). Figure 3.29(a) shows the directional weights ws

as a function of f for the vertical plane between source and array (i. e., for
all steering directions with an azimuth ϕs = −2◦). An undesired microphone
offset can clearly be seen. The PWD results below the transition frequency
imply that the microphone on r2 is tilted upwards. This leads to distortions
within the directional weights, which is slightly visible in Figure 3.27(a). The
equalized directional weights (compensated for the transfer function (TF) of
the measurement chain) ws for the horizontal plane between source and array
are visualized in Figure 3.29(b). Below the transition frequency, marked by
the dotted line, the results of r2 for a co-elevation ϑs = 84◦ are plotted. Above
this frequency, the results of r1 for ϑs = 88◦ are depicted. By this, the verti-
cal offset between both microphones is compensated. As a result, the correct
transfer function of the direct sound under an azimuth ϕs = −2◦ is obtained.
The results in Figure 3.29(b) show a strong similarity to the ideal simula-
tion results in Figure 3.28(a). The array robustness decreases only slightly
at higher frequencies in the measurement case. As expected, spatial aliasing
arises above approximately f = 11kHz. In contrast to the non-ideal simulation
in Figure 3.28(b), the aliasing energy is more concentrated in specific regions.
The transfer function for the DOA of the direct sound in Figure 3.29(b) is de-
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(a) Ideal microphone array
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(b) Non-ideal microphone array

Figure 3.28: Directional weights |ws| for the simulation as a function of f for a co-
elevation ϑs = 90◦ for the setup in Figure 3.25(b). The results are
normalized for a unit maximum magnitude (Thiergart, 2007).
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(a) Steering directions Ωs = (−2◦, ϑs)
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Figure 3.29: Equalized direction weights |ws| for the vertical and horizontal plane
between source and microphone array based on the measurement. No-
tice the different angular ranges. The vertical offset in the measurement
set-up between both microphones is adjusted in (b) (Thiergart, 2007).
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Figure 3.30: (a) Equalized PWD result for the direct sound of the measurement
using the setup in Figure 3.25(b) including spatial filtering. (b) The
DIX for the same setup (Thiergart, 2007).

picted separately in Figure 3.30(a), compared to the original spectrum of the
source. The transfer function is compensated for a varying maximum level N
by applying a spatial low-pass filter. The width of the spatial low-pass filter
agrees with the resolution of the PWD, which is expected from theory. The
method is explained in detail in Section 4.5.2. The desired unit spectrum of the
equalized loudspeaker is nearly obtained. However, it can be noticed that the
magnitude decays below the transition frequency f = 2.1 kHz. The reason is
the unexpectedly low PWD resolution for the radius r2. This leads to a wider
peak within the direction weights ws, as visible in Figure 3.27(a). Therefore, a
certain amount of the direct sound energy is not included when applying the
spatial low-pass filter. This problem is addressed in Section 4.5.2. A general
evaluation of the PWD performance can be determined from the directivity
index (DIX), depicted in Figure 3.30(b). The DIX of the non-ideal simulation
is also presented for comparison. Below approximately f = 1kHz, the DIX is
similar for both situations. For 1 kHz < f < 2.1 kHz, the DIX of the simulation
decays. The reason is a too pessimistic simulation, which significantly reduces
the performance of the array at higher kr. For the same reason, the DIX of the
measurement is clearly higher compared to the simulation above the transition
frequency. However, it decays above f = 10kHz due to spatial aliasing. The
highest DIX in practice is 40 dB, in contrast to 45 dB for the ideal simulation
and 32 dB for the non-ideal simulation. Furthermore, it can be observed that
the DIX for the measurement for r2 is higher than for r1 at the transition
frequency. This is in contrast to the non-ideal simulation. Hence, the larger
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radius r2 provides a sufficient PWD performance even for the highest operating
frequency on this radius. Therefore, the use of the larger radius to improve
the resolution at low frequencies is appropriate for practical realizations. The
directional responses for the radii r2 and r1 at the transition frequency are
given in Figure 3.31, compared to the responses for the non-ideal simulation.
The main lobes of the responses represent the spatial resolution of the PWD.
The measurement results for r1 in (b) provide a resolution, which is expected
from theory. Moreover, the results are almost identical to the simulation. The
results for r2 in (a) display a strong similarity between the measurement and
the simulation. The plots in (a) confirm the reduced resolution of the PWD on
r2 for the transition frequency. Figure 3.31 generally shows that the realistic
simulation algorithm is able to reproduce the practical measurement effects.

3.8 Summary

This chapter examined the analysis of acoustic fields using spherical arrays.
First a short summary of the available beam forming and spatial sampling
methods was given. The advantages and disadvantages are considered with
respect to the applications required in this work. As a result, a setup us-
ing a cardioid open-sphere design was chosen for further investigation. The
theoretical basis was given in terms of spherical harmonic decomposition and
plane wave decomposition. The errors of practical measurements were inves-
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(a) Radius r2 = 1m, N = 38
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(b) Radius r1 = 0.28m, N = 12

Figure 3.31: Directional responses 20 log10(|ws|) at f = 2.1 kHz for both array
radii, obtained from the non-ideal simulation and the measurement
(Thiergart, 2007).
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tigated. A taxonomy of measurement arrays was given and their influence
on the PWD studied. This analysis includes positioning errors, noise, errors
caused by microphone directivity, and spatial sampling errors. It was found
that the theoretical frequency-independent resolution of a PWD cannot be
achieved in non-ideal (realistic) situations. The robustness of the PWD against
measurement problems depends strongly on the maximum level of the spher-
ical harmonic coefficients used to compute the PWD and on the product of
wavenumber and array radius kr. The highest robustness against microphone
noise and positioning inaccuracies is generally achieved when computing the
PWD for N = kr. Nevertheless, the influence of spatial aliasing and posi-
tion error increases for increasing values of kr. Comparing the relative error
contributions of the different errors, it can be noticed that spatial aliasing be-
comes the dominant error at high values of kr. If the maximum level is set
to �kr in the calculations, a small N for low frequency or small array radii
is obtained. This reduces the resolution of the array. The frequency range is
limited by spatial aliasing in the high frequencies and by measurement noise
in the low frequencies and on small measurement radii. This is problematic
when considering a wide frequency range, which is necessary in auralization
applications. Based on these findings, a new method for the extension of the
usable bandwidth in spherical arrays was proposed using a dual radii design.
Three methods for the combination of the data acquired by the different array
radii have been compared. It was found that a spatial resolution adaptation
led to the best results for the combination of two measurement radii to a sin-
gle data set for wave field analysis. The principles given in this chapter in
terms of spatio-temporal acoustic field analysis constitute the basis for the
subsequent developments. The theoretical derivations have been validated by
measurements using a prototype of a virtual spherical microphone array. It
has been shown that the actual measurements agree with the simulations. For
this reason, in the following section often simulations using a realistic distri-
bution of measurement errors are considered. This approach gives full control
over the effect of different error when evaluating the perceptual consequences.
Furthermore, it delivers a controlled environment for evaluation of spherical
array systems.
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Chapter 4

Room Impulse Response Analysis

4.1 Introduction

This chapter uses the principles derived in Chapter 3 to analyze room impulse
response measurements of spherical arrays. It corresponds to block (1) in Fig-
ure 4.1 and delivers the source data for block (2). These are the data used
for the auralization and interaction with the user. The use of arrays for the
analysis of impulse responses has been investigated by other authors with a fo-
cus on measurement and visualization to analyze the quality of a reproduction
room. Gover et al. (2004, 2002, 2003) proposed an array system for the mea-
surement of directional properties of reverberant sound fields and demonstrated
the system in several rooms. Guillaume and Grenier (2006b) compare differ-
ent two-dimensional array geometries and propose a multi-radii logarithmic
array analyzed in (Guillaume and Grenier, 2006a). Roper and Collins (2007)
use a combination of a linear and a circular array to analyze the sound field
of a room and identify reflections. Rafaely et al. (2007a) have investigated
the distribution of reflections in an auditorium using a dual radius open ar-
ray with omnidirectional sensors. A few authors have discussed the topic of
direction-dependent room impulse response analysis for auralization purposes,
especially in terms of wave field synthesis (WFS) reproduction. Kuntz (2009)
has described the analysis of sound fields using circular arrays. Hulsebos (2004)
described in detail the principles based on circular array measurements for WFS
applications. His work is based on the previous work and ideas of Sonke (2000)
where the separate processing of early reflections and late reverberation has
been proposed in general. In the current work, spherical array measurements
are used for auralization purposes. The results of the analysis discussed in
this chapter should be used for auralization in variable reproduction systems
(Chapter 7) as well as for the interactive modification (Chapter 6).
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Figure 4.1: Basic block diagram of the system developed in this thesis. The part
discussed in this chapter is emphasized.

4.1.1 Outline of the Chapter

First, the required steps of impulse response analysis are introduced in Sec-
tion 4.2 and discussed in more detail in the subsequent sections. Section 4.3
presents the quality criteria for room impulse response measurements as well
as the concept of using a directional speaker for the stimulus during the mea-
surements. The temporal segmentation of the measured room impulse re-
sponse (RIR) is covered in Section 4.4. Methods to extract strong reflections
using dual radius cardioid open spherical array measurements are presented in
Section 4.5. Principles for de-noising the diffuse part of impulse responses are
given in Section 4.6. The chapter is concluded with archiving the measurements
using a new data format based on XML in Section 4.7.

4.2 Basic Processing Chain

Figure 4.2 presents a block diagram of the RIR analysis process. The measure-
ment data are acquired using a spherical microphone array as described in the
previous chapter. The basic steps are:

1. Measurement and system equalization: The system equalization is
applied to remove the influence of the measurement chain (e. g., loud-
speaker, microphone).
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Figure 4.2: Block diagram of the impulse response analysis process.

2. Detection and removal of direct sound: The direct sound is removed
by filtering in the time domain. This part will be recreated during the
auralization process. The parameters of the direct sound are stored as
meta data for future reference.

3. Segmentation: To optimize the computation, the impulse responses are
split into two time segments, the early part and the late part.

4. Analyzing the early part: A directional analysis is applied to the
early part. This corresponds to a plane wave decomposition as discussed
in Section 3.4. The resolution can be adapted to the needs of the aural-
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ization and interaction process as will be discussed in the next chapters.

5. Detection and extraction of reflections from the early part: The
early part of the RIR is used to extract important discrete reflections.
These are stored separately.

6. Analyzing the diffuse part: A directional analysis is applied to the
late part. This corresponds to a plane wave decomposition as given in
Section 3.4. The resolution can be adapted to the needs of the auraliza-
tion and interaction process as discussed in the next chapters.

These steps will be discussed in the next sections and the application of the
theoretical principles given in the previous chapters will be shown. The high
resolution data1 is archived after the analysis process. In this data set, all filter
and corresponding meta data are stored in an XML-file while separate audio
files contain the impulse responses.

4.3 Measurement and System Equalization

When measuring impulse responses for auralization purposes, the most impor-
tant quality criteria for measurements can be summarized as follows:

• The signal-to-noise ratio should be as high as possible.

• The frequency response of the measurement system should be flat and
broad.

• A good repeatability is desired.

An overview of different measurement signals and their advantages and disad-
vantages can be found in (Müller and Massarani, 2001). By using logarithmic
sweeps as proposed by Farina and Trochnin (2004), the desired quality criteria
can be achieved. Hulsebos (2004) has shown that these measurement tech-
niques are an adequate solution for room impulse measurements to be used
for auralization. If measurements are made using virtual arrays, it is im-
portant to keep the measurement time per single impulse response relatively
short because a huge number of impulse responses has to be acquired. For
this reason, a high sound pressure level in the reproduction is required to
achieve a sufficient signal-to-noise ratio (SNR). A high sound pressure level in

1The data set is named high resolution because of its high spatial resolution.
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a broad frequency range is difficult to achieve with available omni directional
dodecaeder loudspeakers, or requires strong equalization (Farina and Ayalon,
2003). An alternative is to use public address systems2 or large monitor loud-
speakers (Kessler, 2005).Thesis loudspeaker systems are not omnidirectional in
the higher frequency range but have controlled directivity. For this reason, dif-
ferent measurements with a rotated loudspeaker at one source position have to
be combined. The post-processing steps are the same as for a single measure-
ment. The combination will be discussed in the next paragraph. If the impulse
response is used for auralization, only the transfer function of the room should
be included in the data. For this reason, the measured impulse responses have
to be equalized to remove the frequency response of the measurement equip-
ment (Müller and Massarani, 2001). Ideally one array measurement is made
for each required source position. Due to the time-consuming measurement
process using spherical arrays, methods to overcome a large number of differ-
ent measurements will be discussed in Section 6.4.4.

Combination of directional speaker measurements Directional speak-
ers can offer a flat on-axis frequency response and a high sound pressure level.
In case of a cardioid directivity, the measurement has to be performed four
times to excite all reflections, while the loudspeaker is rotated for every mea-
surement by 90◦. The high resolution data of all four measurements are com-
bined by superposition to achieve a complete set of measurements for one source
position. An example of two loudspeaker directions is given in Figure 4.3. The
strong excitation of a wall reflection can be identified clearly in plot (b). The
combination of the measurements can be performed in two ways:

1. The measurements are weighted according to the desired frequency de-
pendent directivity of the virtual source that will be reproduced3.

2. Only a limited number of discrete reflections are extracted and varied ac-
cording to the simulated source directivity. Additionally, these reflections
can be used in a pseudo-extrapolation process as given in Section 6.4.4.
To enable this approach, the strongest first-order discrete reflections are
extracted from each measurement. It is taken into account that the reflec-
tions in direction of the main axis of the speaker are excited very strongly
due to its directivity. Each measurement is used to extract a subset of re-
flections. The reflections are removed as described in Section 4.5. Since

2Speaker systems designed for sound reinforcement.
3This approach was first proposed to the author by Dietz Tinhof.
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the directivity of the speaker is not ideal, the corresponding reflection
positions have to be removed in the other measurements as well.

As pilot experiments (see Chapter 8) have shown, the correct reproduction of
the first-order reflections is sufficient to simulate different source positions and
directivity in a high perceptual quality.

4.4 Segmentation

In this processing step, the transition time between the domain of early reflec-
tions and the diffuse part of the impulse response has to be determined. In the
literature, the value of 50ms and 80ms is often given as the transition time or
mixing time (e. g., (Begault, 1992)). Meesawat and Hammershoi (2003) have
investigated the perceptual threshold for the late part in a listening experiment.
The design was a three alternative forced choice experiment. The task for the
subject was to identify any perceptual difference in the three alternatives. The
result of the tests, using measurement taken in a small lecture room, was 40ms.
This result will now be compared with criteria proposed in the literature. Sev-
eral authors have proposed a criterion based on the reflection density. The
number of reflections can be calculated for a rectangle mirror source model by
(Möser, 2007):

ΔN

Δt
≈ dN

dt
= 4πc

(ct)2

V
, (4.1)

where N denotes the number of reflections, c is the speed of sound, V the
room volume and t is the time. A second criterion used for the prediction of
the transition time between the early and late or diffuse part of the impulse
response is the so-called mean free path as given by

lm = 4
V

S
, (4.2)

where S represents the total boundary surface area. Eq. (4.2) is valid in a
room with somewhat diffusely reflecting walls as stated by (Kuttruff, 1991)
as well as for flat walls (Kosten, 1960). Based on this measure, the following
criteria have been compared with the results of the listening experiments by
Meesawat and Hammershoi (2003):

1. A transition time based on the the reflection density was given by
Schroeder (1962). He used 1000 reflections per second as threshold.
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(a) Main axis of the loudspeaker pointing towards the array.
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(b) Main axis of the loudspeaker pointing toward the side wall.

Figure 4.3: Horizontal plane wave decomposition of a sound field in a small lecture
room when using a directional speaker.
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2. Griesinger (1989) proposed a density of 10000 reflections per second.

3. Rubak and Johansen (1998) proposed a criterion of 4400 reflections per
second.

4. Rubak and Johansen (1999) proposed a time criterion of four times the
mean free path.

Compared to the results of the listening experiment of Meesawat et. al. (2003),
the mean free path criterion (4) as well as the 4400 reflection criterion (3) pre-
dict the transition time correctly. Knowledge of the room geometry is required
for all of these criteria in order to calculate the reflection density or the mean
free path. In this work, a solution independent of geometry is desired. Further-
more, the results have been proven only for a small lecture room and not for
different rooms as a more general solution. For these reasons, a less stringent
criterion is desired.

A geometry-independent solution was proposed by Ben-Hador (2004). They
use the time RT10 over which the Schroeder integral as given by Eq. (6.3) has
decayed by 10 dB. The transition time is then defined as: min[RT10, 80ms].

Abel and Huang (2006) proposed an approach based on the assumption that
the sound pressure amplitudes in a reverberant field take on a Gaussian dis-
tribution. A so-called ‘echo density profile’ is calculated for determining the
mixing time: With a short sliding rectangular window of 500-2000 samples, the
empirical standard deviation of the sound pressure amplitudes is calculated for
each sample. In order to determine how well the empirical amplitude distri-
bution approximates a Gaussian behavior, the proportion of samples outside
the empirical standard deviation is determined and compared to the propor-
tion which is expected for a Gaussian distribution. This echo density profile
should increase with increasing time and diffusion. At the instant of complete
diffusion, it reaches the value of one. The gross shape of the echo density
profile stays similar with larger window sizes and some smoothing can be ob-
served. A rectangular shape window of 210 samples (23 ms) was suggested by
Abel and Huang (2006) from discussion of auditory time resolution. The mix-
ing time tmixAbel can be defined as the instant where the echo density profile
becomes unity for the first time.

More recently Lindau et al. (2010) evaluated the correlation of physical pre-
dictors and perception of mixing time in binaural reproduction. Lindau et al.
(2010) gives a good overview of empirical predictors of physical mixing time.
Thez found By a perceptual experiment which was performed for several room
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4.5 Detection and Extraction of Reflections

sizes of shoe box shaped rooms two highly correlated formulas. The following
empirical equation can be used if the geometry of the room is known,

tmix = 0.0117 · V + 50.1, (4.3)

where the tmix is the mixing time in milliseconds. In case the impulse response
is available, a formula based on the findings of Abel and Huang (2006) results
in the regression formula:

tmix = 1.8tmix(Abel) − 38 (4.4)

The relative reverberance was not found to have a significant influence. In
this work, the approach of Lindau et al. (2010) is used to segment the impulse
responses because the required data can be calculated directly from the impulse
response. For the transition between the two parts of the impulse response, a
cross-fade is required.

4.5 Detection and Extraction of Reflections

The early part of the room impulse response is used to detect and extract
discrete reflections. This process will be studied using a simulation based
on the geometry in Figure 4.4(a). Only a direct sound source and a single
wall reflection are modeled in an anechoic environment. Both are assumed
to be point sources. The direct source emits an ideal white spectrum, while
the reflection results in a high-pass filtered spectrum. The wall indicated in
Figure 4.4(a) has a limited width. Therefore, it acts as a spectral high-pass
filter. The intensity of the reflected sound is reduced at low frequencies due to
diffraction effects (Dickreiter, 2008, p. 16). The lowest reflected frequency can
be estimated using (Dickreiter, 2008; Meyer, 1995, p. 16)

fmin =
2c

(d · cos β)2 · a1 · a2
a1 + a2

, (4.5)

where c denotes the speed of sound, d = 2.45m the width of the wall, and
β = 22.5◦ the incident angle of the sound. The distances between the wall
and the loudspeaker and the wall and the listener are denoted by the sym-
bols a1 = 6.67m and a2 = 6.75m, respectively. In the simulation set-up in
Figure 4.4(a) fmin = 450Hz is obtained. For all frequencies f > fmin, it is
assumed that the reflected sound exhibits the same spectrum as the source.
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Figure 4.4: (a) Top view of the simulation setups. The arrows denote the azimuth
angle ϕs = 0. (b) Transfer functions of the direct sound and the wall
reflection. Only the positive frequency part of the spectrum is plotted
(Thiergart, 2007).

The transfer function (TF) of the reflected sound, which is considered in the
following section, is presented in Figure 4.4(b). The simulation uses a cardioid
open sphere microphone array with 2 radii (r1 = 0.28m, r2 = 1m) on a Lebe-
dev grid. Q = 2030 positions are used in a frequency range up to 20 kHz. The
aliasing frequencies of the different radii are f1 = 7.4 kHz and f2 = 2.1 kHz, re-
spectively. The transition frequency was set to f2. Two situations are studied,
an ideal situation and a non-ideal situation including the following errors:

• Random azimuthal position error with a standard deviation of 1◦

• Random elevation position error with a standard deviation of 4◦

• Offset error in elevation and azimuth of 3◦

• Normally distributed white noise with 80 dB SNR on the microphone
signals

• Non-ideal cardioid characteristic according to (Sennheiser, 2007c)

The impulse responses are generated by superposition of the direct and re-
flected source field. Air damping were not included.
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Figure 4.5: Impulse responses for the horizontal plane between source, wall, and
microphone array (simulation) (Thiergart, 2007).

4.5.1 Detection of Reflections

Figure 4.5 presents the magnitude values of the PWD. This representation
can be used to detect the direction of arrival (DOA) and time of arrival (TOA)
of the reflections. In a non-ideal situation, the analysis has to be performed
for each elevation angle by identifying the peaks in the PWD. Furthermore,
the near-field effects of the point source simulation can be noticed. While the
energy of the reflection is very concentrated to a point, the energy of the direct
sound is spread over a wider angular range. This is caused by the fact that a
point source at a distance of 4.58m was simulated. The reflection on the other
hand is further away and resembles a plane wave when arriving at the array.

4.5.2 Extraction of Reflections

The results of the detection process are the DOAs and TOAs of the reflections
in the early part of the room impulse response. Once the positions of reflec-
tions are detected, they should be extracted and removed to be individually
stored and processed. To characterize the frequency response of the reflection,
a filter is required. In this section, the extraction of the filter is studied in
detail using simulations and measurements. First the extraction of a pure di-
rect sound is considered. Subsequently, a scenario with direct sound and a
single reflection is analyzed. The results of these simulation-based scenarios
are verified with a measurement. To extract a reflection a time window is used
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Figure 4.6: Single impulse responses obtained from the direction weights in the case
of an ideal microphone array. For temporal separation the responses are
filtered by applying a Hanning window (Thiergart, 2007).

first for the temporal separation. Figure 4.6 shows the use of a Hann window
on the reflection. For illustration purposes only, the impulse response in DOA
of the reflection is shown with a 21ms Hann window. Before a filter for the
reflection can be extracted, the spatial resolution has to be taken into account.
First, only the direct sound is considered. Figure 4.7 shows the simulation
without reflections. The magnitude spectra of the directional weights (PWD)
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Figure 4.7: Direction weights |ws| as a function of f for a co-elevation ϑs = 90◦ for
the setup in Figure 4.4(a) considering the direct sound only. The results
are normalized to maximum magnitude (Thiergart, 2007).

are given for the horizontal plane of the source. Discontinuities, as discussed
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in Section 3.6, can be noticed at the transition frequencies between the array
radii. Furthermore, strong aliasing can be noticed in the ideal situation. The
aliasing error is problematic if additional reflections reach the array from other
directions. Interferences will arise between the transfer function of the reflec-
tion and the aliasing error. In the non-ideal simulation, a significant amount of
error can be noticed, even in lower frequencies. Since the frequency-dependent
level in the calculation of the PWD was set to N = �kr, the non-ideal re-
sults prove a high array robustness against microphone noise and positioning
errors as derived in Chapter 3. In Figure 4.8(a) the used values for the level
N are given. The resulting theoretical values for the resolution are shown
in Figure 4.8(b) (see Section 3.4.1). The spatial width (spatial resolution) of
the PWD is also shown in Figure 4.7, marked with a dashed line. A simple
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Figure 4.8: Plot (a) shows the maximum level used in the calculations as a function of
f for the cases of using only r1 or a combination of two radii. The PWD
resolution, which is expected from (a), is depicted in (b) (Thiergart,
2007).

method to extract the frequency response of a reflection is the separation of the
directional weights corresponding to the DOA. This will result in the response
seen in Figure 4.9(a). The transfer function features a high-pass characteristic.
This is due to the frequency-dependent resolution, which causes energy to be
spread over a broader range of directional weights and not only the DOA of
the reflection. The original spectrum is obtained if the direction weights of all
directions are summed (see Figure 4.9(b)). Since spatially separated events oc-
cur simultaneously, this is not possible in real applications. Furthermore, the
non-ideal simulation shows significant discrepancies at frequencies with high
kr, which lead to a lower SNR. A better approach to separate spatially sepa-
rated events is to apply a spatial low-pass filter. To keep the main section of
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Figure 4.9: (a) TF of the direct sound obtained from the PWD and the original TF
of the source. (b) PWD results for the ideal and non-ideal array after
integrating over all direction weights (Thiergart, 2007).

the energy, the range for the summation should be equivalent to the resolu-
tion of the PWD. The spatial low-pass filter is three-dimensionally extended
in all directions. The required width of the filter can be approximated using
Eq. (3.45). The result is a frequency-dependent spatial low-pass filter with a
width Θ(kr) given by

Θ(kr) ≈ 2
π

N(kr)
, (4.6)

where N is the frequency-dependent level used in the calculations of the PWD.
In the examples it is set to N(kr) = �kr. The result of such a filter is given in
Figure 4.10(a). It shows that filtering results in a correct magnitude response.
Furthermore, the transfer function decays below the transition frequency be-
cause the resolution on r2 is smaller than expected at higher frequencies. There-
fore, a substantial amount of energy is located outside the filtered area. The
non-ideal situation is shown in Figure 4.10(b). Beside strong similarities, the
magnitude values also decay above the transition frequency and begin to rise
slightly at high frequencies. The reason for the latter behavior is the inclusion
of aliasing energy in the spatial low-pass filter. To optimize the results, the
width of the spatial low-pass filter can be increased with η(kr) resulting in

Θ(kr) ≈ 2
π

N(kr)
+ η(kr). (4.7)
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Figure 4.10: Transfer function extracted from the PWD results for Ωs = (0◦, 90◦)
after applying two different spatial low-pass filters over neighboring di-
rection weights (Thiergart, 2007).

A comparison is shown in Figure 4.10(b). For the frequency response denoted
as area 1 the following expression is used:

Θ(kr) =

{
2π

N(kr) ∀ Θ ≥ 10◦

10 ∀ Θ < 10◦.
(4.8)

In the second case denoted as area 2, the minimal resolution of the filter was
set to 15 ° instead of 10 ° by using

Θ(kr) =

{
2π

N(kr) ∀ Θ ≥ 15◦

15 ∀ Θ < 15◦.
(4.9)

With this correction term the frequency response is optimized. The result may
be less convincing if there are interfering events from other directions, aliasing,
or noise. Next, the original simulation, including the reflection, is considered
again. Figure 4.11 presents the normalized directional weights. The results
after applying a spatial low pass of the ideal shape are presented in Figure 4.13
for the direct sound and in Figure 4.12 for the reflections. The last step is
the subtraction of the extracted direction weights from the early part of the
impulse response. The extracted TF of the reflections are stored with the DOA
in the discrete reflection section of the high resolution data. The extraction
process can be repeated until the desired number of reflections is reached.
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Figure 4.11: Normalized directional weights |ws| as a function of f for a co-elevation
ϑs = 90◦ for the simulation setup in Fig. 4.4(a). The energy of the direct
sound, arriving from ϕs = 0◦, is spread over a wide area at frequencies
for which the PWD resolution is low. Strong interference between
the aliasing components of the direct sound and the wall reflection are
marked with a rectangle (Thiergart, 2007).

4.5.3 Extraction of Reflections Based on Measurements

The simulations of the previous section have been verified by a measurement
under the same conditions as in Section 3.7. The loudspeaker used during the
measurements was a Kling&Freitag CA106 (Freitag, 2000). This loudspeaker
was used because it is a directional loudspeaker for sound reinforcement, as
described in Section 4.3. The CA106 is a 2-way speaker, which is small enough
to be measured in the far-field in terms of combination of the tweeter and
the woofer. The free-field transfer function is used as a reference to compare
the results of the extraction. The transfer function was determined from the
impulse response of the array microphone, which points exactly towards the
loudspeaker. For this purpose, the setup as given in Section 3.7 was considered.
The larger radius r2 microphone is used to avoid any influences of the robot
arm. The results are depicted in Figure 4.14(a). It can be noticed that the
original spectrum of the source in Figure 4.14(a) is not perfectly white. For this
reason, an equalization has to be applied as described in Section 4.3. It can be
performed before computing the spherical harmonic decomposition (SHD) and
plane wave decomposition (PWD). To this end, the outputs of all microphone
positions are equalized (Müller and Massarani, 2001). The equalization can
also be applied to the PWD results in the post-processing. This can reduce
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Figure 4.12: TF of the wall reflection, determined from the PWD, including a time
domain window (Thiergart, 2007).

the computational effort, for example, if only a few steering directions are
extracted. This method is used as follows. To compute the equalization, the
PWD results are divided by the magnitude spectrum of the original loudspeaker
transfer function in Figure 4.14(a). To avoid a high noise amplification, only
the frequency range 100Hz ≤ f ≤ 20 kHz is equalized. In this frequency range
the loudspeaker transfer function exhibits a high SNR. The equalized transfer
function of the loudspeaker is also shown in Figure 4.14(a). As a reference,
Figure 4.14(b) shows the transfer functions of the microphone positions Ωq =
(0◦, 90◦) and Ωq = (−67.5◦, 90◦). They represent the transfer functions of the
direct sound and wall reflection. In addition to the equalization,a Hann window
(Harris, 1978) of width T = 18ms is applied. As shown in Figure 4.14(b),
above approximately f = 1.5 kHz a decay of the direct sound takes place
as compared to the wall reflection. This is a result of the directivity of the
loudspeaker which was directed towards the wall. Furthermore, the high-pass
characteristic of the wall is visible below f ≈ 450Hz, where the magnitude of
the wall reflection decreases in contrast to the direct sound. Figure 4.15 shows
the direction weights ws at the transition frequency f = 2.1 kHz for both array
radii, demonstrating the highest and lowest PWD resolution for r2 and r1,
respectively. The direct sound and the wall reflection can be separated in both
cases. For the radius r2, the direct sound and the wall reflection are obtained

for the directions Ω
(d)
s ≈ (−2◦, 86◦) and Ω

(w)
s ≈ (−67◦, 86◦). Apart from slight

positioning errors, these directions agree with the setup in Figure 4.4(a). For
the radius r1, the direct sound and the wall reflection arrive at the array at

Ω
(d)
s ≈ (−2◦, 88◦) and Ω

(w)
s ≈ (−67◦, 88◦). Hence, both microphones possess
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Figure 4.13: TF for the direct sound (Ωs = (0◦, 90◦)) extracted from the PWD, in
contrast to the original TF of the source. The extraction was performed
using compensation for a varying N by applying a spatial low-pass over
neighboring directional weights (Thiergart, 2007).

a vertical misalignment of about 2◦. The value of the error is smaller than
in the previous section, since the microphones were readjusted before starting
the measurement. Next, the extraction of the TF of the reflection and the
direct sound is studied. Figure 4.16 shows the equalized PWD output for the
horizontal plane between source, wall, and microphone array. The vertical
offset is compensated by using the steering directions Ωs = (ϕs, 86

◦) below
the transition frequency and the directions Ωs = (ϕs, 88

◦) above the transition
frequency. The transition frequency is marked by the dotted line. The transfer
function of the direct sound and the wall reflection can be observed clearly. The
impulse responses, which correspond to the transfer functions in Figure 4.16(a),
are illustrated in Figure 4.16(b). As expected from the geometry, the impulse
response of the wall reflection arrives at the array with a delay of τ ≈ 25ms
after the direct sound. It can be noticed further that the energy of the direct
sound impulse response is spread over the DOA of the wall reflection. The
transfer function of the wall reflection is depicted in Figure 4.16(a) for ϕs =
−67◦. A spatial-low pass filter has been applied beforehand. The width of the
low-pass filter agrees with the theoretical resolution of the PWD as given in
Eq. (4.6). Figure 4.17(b) shows the reference signal in contrast to an extracted
version. This was spatially filtered and windowed in the time domain using a
Hann window of width T = 18ms. A strong similarity is seen. The results
generally show that it is possible to reconstruct the original transfer function
of the sound, using the PWD. Next the direct sound is examined. A spatial-
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Figure 4.14: (a): Transfer function of the Kling & Freitag CA 106. (b): Transfer
functions for the microphone positions pointing towards source and wall.
All transfer functions are windowed in the time domain and equalized
in the frequency domain (Thiergart, 2007).

low pass and a Hann window of width T = 18ms was applied. The results
are depicted in comparison with the reference signal in Figure 4.17(a). The
PWD results show a strong similarity with the reference signal. Below the
transition frequency f = 2.1 kHz, a small deterioration of the PWD results
is observed. The reason is the unexpectedly low resolution of the PWD for
the direct sound on r2, as visible in Figure 4.15(a). Thus, a specific amount
of direct sound energy is not considered when computing the spatial low-pass
filter. Nevertheless, the results show that the PWD is an appropriate approach
for reconstructing the original transfer functions of the arriving sound.

4.6 De-noising of the Diffuse Part

The signal-to-noise ratio of the measured room impulse response is critical for
the diffuse or late part of the impulse response. Towards the end of the late
part the diffuse energy drops into the noise floor of the measurement. For de-
noising two methods are given. One possible solution is to fade out the impulse
responses in the time domain before the noise floor is reached. A disadvantage
of this approach is that due to the frequency dependent decay time some noise
is left in the impulse response, especially in the high frequency range where
the reverberation time becomes shorter due to air absorption. An optimiza-
tion proposed by Meesawat and Hammershoi (2003) is a frequency-dependent
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Figure 4.15: Normalized direction weights |ws| at a frequency f = 2.1 kHz for the
measurement setup in Figure 4.4(a). The left peak in each plot repre-
sents the wall reflection (Thiergart, 2007).

|ws|

ϕ
s
[◦
]

f [kHz]

0

2.5 7.5 12.5 17.5

50

100

150

−50

−100

−150

0.2

0.4

0.6

0.8

(a) Steering directions Ωs =
(ϕs, 86

◦), (ϕs, 88
◦)

absolute values, dB-scale

ϕ
s
[◦
]

t [ms]

0

15 25 35 45

50

100

150

−50

−100

−150

−10

−20

−30

−40

(b) IRs corresponding to Fig. 4.16(a)

Figure 4.16: Plot (a): Equalized directional weights ws for the horizontal plane be-
tween wall, source, and array. The microphone misalignments are cor-
rected. Plot (b): Corresponding impulse responses (Thiergart, 2007).
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Figure 4.17: Reference and transfer function determined from the PWD for the DOA
of the direct sound (a) and the wall reflection (b) using spatial and
temporal filtering (Thiergart, 2007).

fading of the noise floor. While the reverberation time is calculated from the
early diffuse part, the late part including the noise floor is faded dependent
on the frequency in order to preserve the decay time for each frequency. This
operation can be performed in the short time Fourier transform (STFT) do-
main (see Section 6.3.2). Another approach was proposed by Jot et al. (1997).
They suggested de-noising by extension of the reverberation tail with shaped
noise signals. After the transition time between the reverberation tail and
the noise floor is approximated, the decay will be extended according to the
frequency-dependent reverberation time using a shaped noise signal. An ad-
vantage of this approach is that the reverberation time can be modeled exactly,
until the resolution limits of the processing is reached. Within this work the
latter approach was used to de-noising the late part of the impulse response if
required.

4.7 Archiving of Array Measurements

A XML-format for the storage of room impulse response measurements and
analyzed data was developed. The format named as high resolution data is able
to store the three different parts of the impulse response. Namely the late part,
the early part, and the discrete reflections. The positions of the reflections and
the direct sound are also stored. A complete data set is composed of the filter
coefficients (RIRs) and meta data required for the processing and reproduction.
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The meta data are stored in an XML-file and include information about the
room and required global geometry for the pseudo-extrapolation as discussed
in Section 6.4.4. The filter coefficients are stored in linked audio-files. The
different parts of the processed signals are stored in dedicated sections (XML-
nodes) in the file. The data format developed is flexible and can be used with
different array geometries and reproduction systems. It is operated via the
user interface developed in Section 6.5.

4.8 Summary

In this chapter the methods of sound field analysis using spherical microphone
arrays were applied to the measurement of room impulse responses. For this ap-
plication, a post-processing chain of room acoustic measurements using spher-
ical arrays was given in the first section. The processing steps required were
studied in detail in the subsequent sections. These consist of measurement
methods given by the literature and appropriate quality criteria. A concept
for using a directional loudspeaker for room impulse response measurements
was described. It was shown that the application of such speaker is useful
to acquire direction-dependent room impulse responses for a specific source
position. In the further processing such measurements can be used to simu-
late different directivities as well as a data set for an optimized extraction of
single reflections. Methods to calculate the transition time of the early and
late part of the impulse responses have been reviewed. A method was chosen
with respect to a very practical implementation. The main part of this chapter
studied the detection and extraction of strong discrete reflections of spherical
array measurement data. Methods for spatio-temporal windowing have been
applied to simulations as well as to measurements. It has been shown that
the extraction of transfer functions for strong discrete reflections is possible in
ideal as well as non-ideal conditions. The simulations have been verified by a
measurement under controlled conditions in an anechoic room. Finally, after a
discussion of de-noising methods for the late part of the impulse responses, a
new data format to store measurement and post-processed high spatial resolu-
tion data was introduced. The methods developed in this chapter deliver the
basic data for the modification of measurements by a sound designer. This will
be discussed in the following chapter. Furthermore, a high resolution data set
of room impulse response data can flexibly be adapted to different reproduction
systems as studied in Chapter 7.
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Chapter 5

Wave Field Extrapolation

5.1 Introduction

In auralization applications it is desirable to reconstruct a measured sound field
for arbitrary positions (e. g., for the simulation of virtual microphones (VM)
as discussed in detail in Section 7.3). This chapter corresponds to block (2)
in Figure 5.1. The approaches studied in this chapter allow the extrapolation

User interface

Wave field
visualization

Static
interaction

Dynamic
interaction

Wave field
analysis

Directional
sound field processing

Reproduction
system

adaptation

Reproduction
system

Signal processing layer

Adaptation layer

1 2 3 4

5 6 7

8

Figure 5.1: Basic block diagram of the system developed in this thesis. The part
discussed in this chapter is emphasized.

of sound fields to a desired position. This is done for pressure and particle
velocity based on spherical harmonics decomposition. A second approach based
on plane wave extrapolation including different directivity functions has also
been studied. Based on these methods, the effects of level-limited fields and
measurement errors are analyzed.
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5.1.1 Outline of the Chapter

Two approaches for wave field extrapolation are analyzed. In Section 5.2 the
extrapolation based on plane wave decomposition (PWD) and in Section 5.3
the extrapolation based on spherical harmonics are presented. While the latter
is used for the calculation of a VM inside the extrapolated field as described in
Section 7.3, the former is important in case of binaural adaptation as discussed
in Section 7.4. The approaches are compared in Section 5.4. As discussed in
Chapter 3, only a finite resolution can be achieved using microphone array
measurements. This results in a limited size of the area of accurate extrapola-
tion (AAE). This, and other possible errors are analyzed in Section 5.5. Beside
the AAE limits, the influence of extrapolation on the statistical properties of
an acoustic field is relevant for the late part of a room impulse response. For
this reason, the influence of aliasing and extrapolation errors on the coherence
of an extrapolated field is studied in Section 5.6.

5.2 Plane Wave Extrapolation

The plane wave decomposition results can be used to extrapolate the pressure
of a sound field to an arbitrary point (R,ϕ, ϑ), the result being denoted as
P (R,ϕ, ϑ, k). Since the direction weights ws(φ, θ, k) represent the magnitude
of plane waves with wavenumber k arriving from direction (φ, θ), the sound
field can be extrapolated using the superposition of these plane waves. First
the phases of the plane wave components are shifted according to the position
of the extrapolation point. Afterwards the field can be computed at the desired
position by summing all plane wave components:

P (R,ϕ, ϑ, k) =

2π∫
0

π∫
0

ws(φ, θ, k) e
ikR(cos ϑ cos θ+cos(ϕ−φ) sinϑ sin θ) dφ dθ. (5.1)

To model a specific combination of pressure and particle velocity in a desired
point as captured by a first-order sensor characteristic denoted by SΩ(R,ϕ, ϑ, k),
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a factor g(φ, θ, Φ,Θ, β) is included:

SΩ(R,ϕ, ϑ, k) =

2π∫
0

π∫
0

ws(φ, θ, k) g(ϕ, ϑ, Φ,Θ, β) ·

eikR(cos ϑ cos θ+cos(ϕ−φ) sinϑ sin θ) dφ dθ.

(5.2)

This factor g(ϕ, ϑ, Φ,Θ, β) depends on the angle between the direction of arrival
of the plane wave component and the desired steering direction Ω = (Φ,Θ) of
the first-order sensor:

g(ϕ, ϑ, Φ,Θ, β) = β + (1− β) [cos ϑ cosΘ + cos(ϕ− Φ) sinϑ sinΘ] . (5.3)

The value of β allows a transition between omnidirectional and figure-of-eight
directivity. Arbitrary sensor characteristics (not limited to first-order charac-
teristics) can easily be obtained by adjusting the weighting factor g(·). In the
practical implementation, the double integral in Eq. (5.1) has to be replaced
by a finite sum, and corresponding quadrature weights must be included de-
pending on the points for which the directivity function ws(φ, θ, k) is known.

5.3 Spherical Harmonics Extrapolation

Since the spherical harmonic coefficients Anm(k) do not depend on a specific
position, they can be used in Eq. (3.1) with bn(kR) = jn(kR) from Eq. (3.19),
to compute the sound pressure P (R,ϕ, ϑ, k) in an arbitrary point (R,ϕ, ϑ).
Hence:

P (R,ϕ, ϑ, k) =

∞∑
n=0

n∑
m=−n

Anm(k) jn(kR)Y m
n (ϕ, ϑ). (5.4)

The particle velocity vector V (R,ϕ, ϑ, k) can be derived as well:

i k c ρ0 V (R,ϕ, ϑ, k) = ∇P (R,ϕ, ϑ, k). (5.5)
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The pressure gradient ∇P (·) is defined in spherical coordinates as (Williams,
1999)

∇P (R,ϕ, ϑ, k) ≡ ∂ P (R,ϕ, ϑ, k)

∂ R
eR

+
1

R sinϑ
· ∂ P (R,ϕ, ϑ, k)

∂ ϕ
eϕ

+
1

R
· ∂ P (R,ϕ, ϑ, k)

∂ ϑ
eϑ,

(5.6)

where e(·) denote the basis unit vectors. The radial derivative of the sound
pressure P (·) in Eq. (5.4) reads

∂ P (R,ϕ, ϑ, k)

∂ R
= k

∞∑
n=0

n∑
m=−n

Anm(k) j′n(kR)Y m
n (ϕ, ϑ). (5.7)

The derivative of Eq. (5.4) with respect to the azimuth ϕ can be written as

∂ P (R,ϕ, ϑ, k)

∂ ϕ
=

∞∑
n=0

n∑
m=−n

Anm(k) jn(kR)
∂

∂ ϕ
Y m
n (ϕ, ϑ), (5.8)

where the derivative of the spherical harmonic function is given by Varshalovich
et al. (1988)

∂

∂ ϕ
Y m
n (ϕ, ϑ) = imY m

n (ϕ, ϑ). (5.9)

Similarly, the derivative of Eq. (5.4) with respect to the co-elevation ϑ can be
obtained as

∂ P (R,ϕ, ϑ, k)

∂ ϑ
=

∞∑
n=0

n∑
m=−n

Anm(k) jn(kR)
∂

∂ ϑ
Y m
n (ϕ, ϑ), (5.10)

where the derivative of the spherical harmonics can be calculated with Var-
shalovich et al. (1988)

∂

∂ ϑ
Y m
n (ϕ, ϑ) =

1

2

[√
n(n+ 1)−m(m+ 1)

]
· Y m+1

n (ϕ, ϑ) · e−iϕ

− 1

2

[√
n(n+ 1)−m(m− 1)

]
· Y m−1

n (ϕ, ϑ) · eiϕ. (5.11)

Finally, the particle velocity VΩ(R,ϕ, ϑ, k) is found by computing the direc-
tional derivative of the particle velocity vector V (·) from Eq. (5.5) with respect

114



5.4 Identity of Plane Wave and Spherical Harmonic Extrapolation

to the direction Ω = (Φ,Θ), (i. e., by computing the scalar product of the pres-
sure gradient and the desired direction vector),

VΩ(R,ϕ, ϑ, k) =
1

i k c ρ0
∇P (R,ϕ, ϑ, k) ·

⎛
⎝ sinΘ cosΦ

sinΘ sinΦ
cosΘ

⎞
⎠ . (5.12)

Superposition of the sound pressure P (·) in Eq. (5.4) and the particle velocity
VΩ(·) in Eq. (5.12) yields the response SΩ(R,ϑ, ϕ, k) of a first-order virtual
sensor with steering direction Ω

SΩ(R,ϕ, ϑ, k) = β · P (R,ϕ, ϑ, k) + (1− β) ρ0 c · VΩ(R,ϕ, ϑ, k), (5.13)

where β is the first-order microphone parameter, which is β = 0.5 in the case
of cardioid sensors. Using Eq. (5.13), arbitrary first-order virtual sensors can
be calculated within the AAE of the measurement.

5.4 Identity of Plane Wave and Spherical Harmonic

Extrapolation

The coefficients of the plane wave decomposition and the spherical harmonic
decomposition are mutually dependent. As a consequence it is expected that
two methods of extrapolation deliver identical results. This can be verified
using the following derivation. The pressure of a sound field in a point (R,ϕ, ϑ)
given by P (R,ϕ, ϑ, k) can be calculated using Eq. (5.4), which is repeated here:

P (R,ϕ, ϑ, k) =

∞∑
n=0

n∑
m=−n

Anm(k) jn(kR)Y m
n (ϕ, ϑ). (5.14)

The field can be represented as a number of plane wave components given by
ws(φ, θ, k) (c.f. Section 5.2). The directional weight for a single plane wave
can be calculated using Eq. 3.12. Inserting this in Eq. (5.14) and integrating
over all directions yields

P (R,ϕ, ϑ, k) =

2π∫
0

π∫
0

ws(φ, θ, k)

[ ∞∑
n=0

n∑
m=−n

4πinY m
n (φ, θ) jn(kR)Y m

n (ϕ, ϑ)

]
dφ dθ.

(5.15)
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The term in brackets can be interpreted as a plane wave using Eq. (3.11) and
Eq. (3.8) resulting in

P (R,ϕ, ϑ, k) =

2π∫
0

π∫
0

ws(φ, θ, k)e
ikR(cosϑ cos θ+cos(ϕ−φ) sinϑ sin θ) dφ dθ, (5.16)

which is equal to the plane wave extrapolation discussed in Section 5.2. A
simulation with a single plane wave was calculated to illustrate this derivation.
Figure 5.2 presents the results of extrapolation based on both principles. A
time sequence of band limited impulses with DOA (φ, θ) = (0◦, 90◦) was gen-
erated. The spherical harmonic and plane wave decomposition were computed
for the sensor array specified in Table 3.4 with N = �kr and N ≤ 38 as ex-
plained in Section 3.2 and Section 3.4. Only the smaller array radius r1 was
considered and measurement errors were neglected. The spherical harmonic
and plane wave extrapolations in Eq. (5.13) and Eq. (5.1) with β = 0 were used
to model figure-of-eight sensors with steering direction towards the DOA of
the sound in the first case (Ω1 = (0◦, 90◦)) and orthogonal to the DOA in the
second case (Ω2 = (90◦, 90◦)). 1 The time domain results of the spherical
harmonic extrapolation are depicted in the upper half of Figure 5.2(a) and
(b) for the steering directions Ω1 and Ω2, respectively. The impulse sequence
was band-limited with cutoff frequency fc = 7kHz, which is below the aliasing
frequency f1 of the sensor array. The size and position of the array are marked
by the dashed circle. In both plots, the wave field extrapolation (WFE) is
correct inside the sensor array, whereas the extrapolation error outside the ar-
ray depends on the DOA of the sound and the extrapolation direction. The
corresponding results of the plane wave extrapolation illustrated in the lower
half of Figure 5.2 show that both extrapolation methods lead to comparable
results inside the array. Deviations are due to numerical reasons.

1For the plane wave extrapolation in Eq. (5.1), the directivity function ws(φ, θ, k) was deter-
mined for the directions corresponding to positions of a Lebedev grid with QLeb = 1202
points. The value of QLeb is a compromise between computational effort and extrapolation
accuracy.
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Figure 5.2: The upper halves of the plots demonstrate a SH-extrapolation and the
lower half’s a PW-extrapolation (time domain). The original sound field
was a time sequence of impulses with cutoff frequency fc. It was captured
with the spherical array marked by the dashed circle. The sound field
was extrapolated by modeling figure-of-eight microphones with steering
direction towards the DOA of the sound in (a) and orthogonal to this
DOA in (b).

5.5 Size of the Extrapolation Area and

Extrapolation Errors

In Section 3.2 Eq. (3.11) was derived to calculate the field of a plane wave using
spherical harmonics. The first sum in Eq. (3.11) is limited to a maximum level
N as follows:

e−ik·x ≈ P (x, k) = 4π

N∑
n=0

injn(kr)

n∑
m=−n

Y m
n (ϕ, ϑ)Y m

n (ϕ0, ϑ0), (5.17)

where (ϕ0, ϑ0) represents the direction of arrival (DOA) of the plane wave
and (ϕ, ϑ) represents the azimuth and co-elevation of the desired position x.
This equation will be studied under various conditions. A plane wave with
a temporal frequency of 1 kHz traveling along the x-axis (i.e., in the direction
(0, 90◦)) is considered. The results for different maximum levels N are depicted
in Figure 5.3. The axes are normalized by the wavelength λ to make the figures
independent of frequency. An adequate approximation of the plane wave can
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be observed within a limited area around the origin. The size of the area
is increasing with the the level N . In Figure 5.3(a) to 5.3(c) the pressure
fields in the (x, y)-plane are depicted, the Figures 5.3(d) to 5.3(f) present the
(y, z)-plane. Since the plane wave is traveling along the x-axis, the pressure is
constant in the (y, z)-plane. The results again show that pressure can only be
approximated exactly for a limited region around the origin. An empirical rule
to estimate the area of accurate extrapolation (AAE) can be given by

d ≈ Nλ

2π
, (5.18)

where d represents the distance from the origin where the pressure has de-
creased by 3dB (Rafaely, 2004). It can be concluded that the coefficients of a
higher level n contain the information of the sound field within a longer dis-
tance from the origin. The following developments are based on this insight.
In view of the previous sections it is important that the AAE is given by the
radius of the array when Nmax = �kr. The AAE is decreased, if Nmax is
limited further. The influence of measurement errors and further extrapola-
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Figure 5.3: Level-limited pressure field of a 1 kHz plane wave traveling along the x-
axis in linear scale (a,b,c show the (x,y)-plane; d,e,f show the (y,z)-plane).

tion problems are examined now. Since the spherical Bessel function jn(kR)
in Eq. (5.14) becomes approximately zero for orders n > kR very quickly, only
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coefficients Anm(k) up to the maximum order N ≈ kR are required to extrap-
olate a sound field with little error to a distance R from the origin. Therefore,
the largest distance R of an accurate WFE can be approximated with

R ≈ N

k
. (5.19)

As presented in the previous section, the AAE equals the size of the sensor
array when setting the maximum order to N ≈ kr, where r is the array radius.
If N is constant, the AAE will decrease linearly with increasing wavenumber
k. To study the effect of spatial aliasing on the WFE, Figure 5.4(a) shows the

 

 

x [m]

y
[m

]

−0.25

−0.25

00

0

0.25

0.25

0.5

0.5

−0.5

−0.5

0.01

−0.01

SH-extrapolation, fc = 20kHz

(a) Ω2 = (90◦, 90◦)

 

 

x [m]

y
[m

]

−0.25

−0.25

00

0

0.25

0.25

0.5

0.5

−0.5

−0.5

0.01

−0.01

SH-extrapolation, fc = 7kHz

(b) Ω2 = (90◦, 90◦)

Figure 5.4: SH-extrapolation of a time sequence of impulses with cutoff frequency
fc. The extrapolation was computed by modeling figure-of-eight micro-
phones with steering direction orthogonal to the DOA of the sound. Plot
(a) shows the influence of spatial aliasing and plot (b) shows the influence
of microphone noise and of position inaccuracies of the array.

extrapolation based on spherical harmonics from the simulation of the previous
section, this time for a cutoff frequency fc = 20kHz, which is above the alias-
ing frequency f1. The extrapolated figure-of-eight microphones with steering
direction Ω2 are directed orthogonally to the DOA of the sound. Comparing
the plot with the aliasing-free situation in Figure 5.2(b), strong aliasing effects
can be observed, also inside the sensor array. Nevertheless, the WFE can be
computed correctly within a specific area near the origin (see the inner circle).
The results reveal that spatial aliasing mainly affects the spherical harmonic
coefficients Anm(k) of higher orders n, which contain information on the sound
field for larger distances from the origin (Daniel et al., 2003). Figure 5.4(b)
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illustrates the results for fc = 7kHz when including the measurement errors
listed on page 82. No AAE can be observed, indicating that the coefficients
Anm(k) of lower orders n are also corrupted by the measurement errors.

5.6 Coherence in Extrapolated Fields

Since the sound field of a room consists of discrete reflections in the early
time after the direct sound, it becomes more and more diffuse due to high
order reflections in the later part. To study the influence of extrapolation on
the late part of an acoustic field, it is important to study the coherence in
extrapolated fields. This parameter characterizes the diffuse or late part. The
coherence of two points in a diffuse sound field depends on the parameters
for the measurement. As shown in the previous section, the order N is one
of the most important parameter. Avni and Rafaely (2009) have presented
a derivation for a monochromatic diffuse field resulting in a spatio-temporal
correlation coefficient given by

ρ(k, r) =

∑∞
n=0(−1)n(2n+ 1) |4πinjn(kr)|2 cos(ωτ)∑∞

n=0(2n + 1) |4πinjn(kr)|2
(5.20)

for the special case of two measurement points at the coordinates (r, π2 , 0) and
(r, π2 , π). As a result the upper frequency for which the coherence of a field
can be reconstructed again can be approximated by N = kr using ω = Nc

r .
To study the influence of aliasing and extrapolation on the coherence of the
extrapolated field, a broadband diffuse sound field is approximated in the fre-
quency domain. A simulation was made by superimposing plane waves arriving
from Q = 1202 uniformly distributed directions, where the DOAs are found
from a Lebedev grid. Each plane wave carries a zero-mean white Gaussian
noise signal. The field is used to simulate the responses of different spheri-
cal microphone arrays. The wave field is extrapolated to different positions
based on these simulations. The influence of the extrapolation distance and
of spatial aliasing on the coherence between two extrapolated points is stud-
ied by comparing the simulation with the ideal coherence function as given in
Section 2.7.
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5.6.1 Influence of the Extrapolation Distance

To investigate the effect of the extrapolation distance on the spatial coherence
of the extrapolated sound, any influence of spatial aliasing must be eliminated.
For this reason, the coefficients Anm(k) are computed for each plane wave
and frequency using Eq. (3.21) with N = �kr. Each set of coefficients is
then multiplied by a normally distributed random magnitude and a uniformly
distributed random phase. After adding up the results for all waves, the WFE
is computed using Eq. (5.13). For the analysis, the pressure in two points in
opposite directions at a distance r0 from the origin was calculated. Hence, the
distance between both sensors is d = 2r0. Due to the choice of the maximum
order N , the wave field extrapolation (WFE) can be computed correctly for
all distances r0 ≤ r. The spatial coherence γ2xy(k, d) between the outputs of
both sensors is determined using Eq. (2.73). Figure 5.5 shows the results for
different ratios D = r0/r, as a function of kd, compared to the ideal result
computed with Eq. (2.76a). The plots are an average over 10 realizations of
the diffuse sound field. For D ≤ 1.00 (i. e., when extrapolating to positions
inside the array) the coherences obtained from the extrapolated signals agree
with the values of an ideal diffuse field. A similar result is also attained for
D = 1.25. Thus, the WFE does not impair the diffuse characteristic of the
sound field. When extrapolating to positions far outside the array (D ≥ 2.00),
strong coherences between both virtual sensors do arise at higher values of kd.
In this range of kd, the sound field is no longer incoherent as desired.

5.6.2 Influence of Spatial Aliasing

Next, the influence of spatial aliasing is studied using the geometry given in
Figure 5.6. To study the influence of spatial aliasing on the spatial coherence
function in an extrapolated field, a microphone array with radius r and with
sensors located on a Lebedev grid is simulated. The plane waves are gener-
ated in the frequency domain by multiplying each frequency bin of a white
unit spectrum with a normally distributed random magnitude and a uniformly
distributed random phase. The waves are then shifted to each sensor position
by adjusting the phase and are weighted with the cardioid microphone char-
acteristic. After superimposing all waves, the spherical harmonic decomposi-
tion (SHD) and WFE is computed for omni-directional virtual sensors using
Eq. (5.14) and Eq. (5.13), respectively. In the first example two extrapolation
positions P1 and P2 are considered (see Figure 5.6(a)) located at opposite di-
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Figure 5.5: Spatial coherence for two omni-directional virtual sensors. Spatial alias-
ing is not present. The WFE was computed for different ratios D = r0/r,
where r0 is the distance of the extrapolation points from the origin and r
is the array radius. The distance between the virtual sensors is d = 2r0.
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Figure 5.6: Geometry used for the simulation of coherence. The extrapolation po-
sitions are indicated by P1 to P5. The array radius in (a) is given by r
while the number of sensors is varied. In (b) a limited number of sen-
sors was used, indicated by Q1 to Q6 and the field is extrapolated to a
coincident microphone position at P1 to P4.

rections at a distance r0 from the origin. The ratio between the extrapolation
distance and array radius is D = r0/r = 0.75. Figure 5.7 presents the coher-
ence between P1 and P2, plotted as a function of k for arrays with a different
number Q of sensor elements. The results for an ideal diffuse field, computed
with Eq. (2.76a), are depicted for comparison. When using a sufficiently high
number of sensor elements (Q = 74, array radius r = 15 cm), a strong similar-
ity to the ideal result can be observed. For lower numbers of sensor elements,
significant inaccuracies do arise. The coherence function is then characterized
by high values for specific k. Figure 5.8 shows the coherence between two per-
pendicular velocity sensors in a coincident layout. The WFE was computed
for different ratios D = r0/r, where r is the array radius and r0 is the distance
of the virtual sensor-configuration from the origin. In Figure 5.8(a) a micro-
phone array with six sensors was simulated, including spatial aliasing. Due to
aliasing, the coherence function for positions with longer distance to the origin
is degraded. In the case of an aliasing-free simulation (see Figure 5.8(b)) the
degradation of the coherence function will not occur until the position is out-
side the microphone array radius (D = 2). The reason is that coefficients are
corrupted by aliasing, which are required to allow a sufficient large extrapola-
tion distance. Note that in the current plots a relatively small frequency range
is shown.
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Figure 5.7: Spatial coherence between two omnidirectional virtual microphones with
distance d between each other. Spatial aliasing is included. The WFE
was computed for arrays with different number of sensor elements Q.
The ratio between the distance r0 (= d/2) of the virtual sensors from the
origin and the array radius r is D = r0/r = 0.50.
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Figure 5.8: Spatial coherence between two virtual, perpendicular, coincident velocity
sensors. The WFE was computed for different ratios D = r0/r. r0 is
the distance of the virtual sensor configuration from the origin and r is
the array radius. A array with Q = 6 microphones was simulated.
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Chapter 5 Wave Field Extrapolation

5.7 Summary

In this chapter the extrapolation of measured wave fields was studied. An
important result is that the information for larger distances from the origin is
stored in the spherical harmonic coefficients of higher level. The area of accu-
rate extrapolation (AAE) was defined and an equation to derive it for error-free
coefficients was given. Methods for extrapolation based on spherical harmonics
as well as on plane wave decomposition were studied and compared. It was
shown that the methods are equivalent and are subject to the same restrictions
due to limitation of the maximum level of the spherical harmonics employed
and size of the measurement aperture. The influence of spatial aliasing and
measurement errors on the extrapolation was demonstrated based on spherical
harmonic extrapolation. Furthermore, the influence of errors on extrapolated
diffuse fields have been studied in terms of coherence. It was shown that ex-
trapolation and aliasing errors degrade the coherence function of extrapolated
fields. The aliasing error can be recognized in case of an insufficient number of
grid points as a degradation of the coherence function. The extrapolation error
is present when the extrapolation distance is long. The findings of this section
are relevant for the adaptation of spherical array measurements to different
reproduction systems, as will be discussed in Chapter 7.
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Chapter 6

Interaction

6.1 Introduction

In this chapter it is investigated how measurement data can be presented visu-
ally. New principles by which the sound designer can interact with such data
are developed. This is needed in every kind of sound production process be-
cause the aim is not to auralize a given measured acoustic field, but to produce
an optimal acoustic impression for a piece of music or a motion picture sound
track. In Chapters 3 and 4, techniques for plane wave decomposition (PWD)
of room impulse responses based on spherical array measurements were given.
All visualization and interaction principles described in this section will be ap-
plied to plane wave decompositions. The visualization is presented such that
the spatial impression is emphasized. The visualization is the basis for apply-
ing direct interaction techniques which allow direct modification, as defined
by (Frohlich, 1993), of such visualization by the user. An important goal is
to develop visualization and interaction methods which are independent of the
reproduction system. This chapter corresponds to block (5), (6), (7), and (8)
in Figure 6.1. To make the interaction fast and most effective for the user,
psychoacoustic knowledge will be applied to optimize the data representation
and interaction. In contrast to other works, the aim is not to compress the
amount of data as proposed for impulse responses in (Hulsebos, 2004) or im-
plemented in several systems for audio coding (Kahrs and Brandenburg, 1998)
(Noll, 1997). The main goal is to develop representations which have a strong
correlation with perception. This can be achieved by removing perceptually
irrelevant details and optimize parameter ranges (e.g., the range of time- and
frequency resolution or the amplitude range present in a visualization). In
other words, on the visualization side, psychoacoustic knowledge is used to
optimize the graphical representations. On the interaction side, it is used to
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Figure 6.1: Basic block diagram of the system developed in this thesis. The parts
discussed in this chapter are emphasized.

Input OutputProcessing

Psychoacoustic
model

Psychoacoustic
model

Visualization Interaction

Figure 6.2: Integration of psychoacoustic knowledge into the sound design process.

make the results of any modification directly and clearly audible. The concept
is depicted in Figure 6.2.

6.1.1 Basic Chain of Interaction

Figure 6.3 represents the data flow during the interaction and adaptation pro-
cess. The high resolution data are adapted to the desired reproduction system.
The result is stored as reproduction data. This step is studied in Chapter 7.
The interaction process is divided into two parts, which termed static interac-
tion (SI) and dynamic interaction (DI).

Static interaction is based on analyzed high resolution data from an array
measurement. The generation of such data based on spherical array measure-
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6.2 Taxonomy of Visualization

ments was described in Chapter 4. This type of data is the preferred storage
format during the interaction process for modified rooms (denoted as Room
presets). The static interaction (SI) process is independent of the reproduction
system in terms of usability and signal processing.

Dynamic interaction During the reproduction process the user can ma-
nipulate the characteristic of the sources. This process is named dynamic
interaction (DI) because it depends on the source parameters and has to be
changed in real time during the reproduction. The DI process is independent
of the reproduction system in terms of usability but not in terms of signal
processing.

6.1.2 Outline of the Chapter

The first step in the development of interaction principles is to study visual-
ization techniques for room impulse responses. A taxonomy of visualization is
given in Section 6.2. The SI process as defined in the previous section is inves-
tigated in Section 6.3. Both sections start with single impulse responses and
extend the techniques to direction-dependent multi-trace impulse responses.
The DI process is studied in Section 6.4. In the last Section 6.5, two user
interfaces developed as part of this work are presented. These are used to im-
plement the interaction methods based on a standard monitor, keyboard and
mouse environment as well as on novel interface techniques.

6.2 Taxonomy of Room Impulse Response
Visualization

The visualization of impulse responses delivers the basis for a direct interac-
tion by the user. For this reason a taxonomy of visualization types is given
in this section. The taxonomy is based on diagram types. The classifica-
tion is developed from single impulse responses (Section 6.2.1), to multiple, or
direction-dependent visualizations (Section 6.2.3).

Simulation used for visualization For the illustration of different diagram
types, a mirror image source model (MISM) was used. A directional source
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High resolution data

High resolution data

Room presets

Room presets

Static interaction

Binaural adaptation Stereo adaptation

Reproduction data Reproduction data Reproduction data

Dynamic interaction Dynamic interactionDynamic interaction

Binaural reproduction Stereo reproduction WFS reproduction

WFS adaptation

Figure 6.3: Block diagram of the complete interaction process. The different data
sets to store are indicated as gray blocks. The white blocks indicate
signal processing and audio reproductions steps.
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No Diagram x axis y axis y(x)

1 Amplitude time amplitude s(t)
2 Energy curve time energy s(t)2

3 Envelope time amplitude Eq.(6.1)
4 Energy decay curve time inverse energy integral Eq.(6.3)
5 Frequency curve frequency magnitude |S(ω)|

Table 6.1: Axis types for single impulse response two-axis visualizations.

in a rectangular room is considered. The source has a directivity of a broad
cardioid and is oriented to the left wall at an angle of 45◦. The walls have
different frequency-dependent reflection coefficients to illustrate the potential
of direction-dependent room impulse response analysis and visualization. The
left hand side wall has a high-pass, the right hand side wall has a low-pass
characteristic. The front and back wall as well as the floor and the ceiling have
a broadband characteristic but large and small reflection coefficients, respec-
tively. The PWD is calculated in an idealized form:

1. The impulse response for each reflection is calculated, considering delay,
distance attenuation, air damping, and the frequency-dependent reflec-
tion coefficients.

2. The angle of incidence for each reflection is rounded to a grid of 36
azimuth directions and a single co-elevation angle.

3. All reflections are summed to these 36 direction-dependent impulse re-
sponses.

The result of this process is equal to projecting all directions to the horizontal
plane comparable to a measurement with a circular array.

6.2.1 Visualizations of Single Impulse Responses

Two-axis Diagrams

Table 6.1 presents an overview of visualizations for single impulse responses
using two-axis diagrams.
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Waveform representation The simplest way to visualize an impulse re-
sponse is to plot it directly in the time domain using a two-axis diagram as
given in Figure 6.5(a). From a perceptual point of view, the information value
in this visualization is not very high. The reason is that the fine structure of
the impulse response will not be perceived directly. Derivatives of such repre-
sentations can be useful if insignificant details are excluded beforehand. One
can consider several models to rectify and smooth the impulse response. Two
common methods are given in the next two paragraphs.

Envelope representation A well-defined method is the calculation of an
envelope based on the Hilbert transform of the impulse response (Kuttruff,
1991). The envelope e(t) of a given impulse response h(t) can be calculated
using

e(t) =
√

h(t)2 +H{h(t)}2, (6.1)

where the Hilbert transform H{·} is defined by

H{h(t)} ≡ 1

π

∞∫
−∞

h(t− t′)
t′

dt′. (6.2)

An example can be found in Figure 6.5(b). The envelope is calculated using
Eq. 6.1 and the result is presented in a logarithmic scale. Please note that due
to the ideal calculation the values are zero between the reflections. The graph
is truncated at −60 dB.

Energy decay curve Another two-axis representation of the RIR is the
energy decay curve (EDC), also called the Schroeder integral (Schroeder, 1965).
The EDC s(t) of an impulse response h(t) can be calculated using the Schroeder
integral given by

s(t) =

∞∫
t

h2(τ)dτ. (6.3)

The logarithmic Schroeder integral of the simulated impulse response is de-
picted in Figure 6.5(c). It is also used to calculate the reverberation time
using linear curve fitting.
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No. Diagram x axis y axis z(x,y)

1 Energy decay relief (EDR) time frequency PEDR(t, ω)
2 STFT time frequency |P (t, ω)|

Table 6.2: Axis types for single impulse response three-axis visualizations.

Other representations The representation of the RIR in the frequency do-
main is also possible. The representation of the single spectrum is not very
informative from a sound design perspective because the impulse response is
always perceived as a time-variant filter and not as an average frequency dis-
tribution. For this purpose the two-axis representations have to be augmented
with another dimension.

6.2.2 Three-axis Diagrams

The logical augmentation of the diagrams presented in the the last section is
the utilization of frequency information in a time dependent representation
yielding three axis diagrams. An overview of three axis diagrams is given in
Table 6.2.

Time-frequency representations Time-frequency analysis can be
performed by applying a short time Fourier transform, as given in section 2.5, to
the representations 1 to 4 in Table 6.1. An example of a STFT-representation
of a RIR is given in Figure 6.5(d). Now the frequency distribution of the
reflections can be studied. Due to the nature of the STFT, either frequency
or time resolution is always limited at the expense of the other. One might
consider using other analysis tools and filter banks. For example a third-octave
filter bank can be applied. This kind of filter bank is very common in the field
of audio processing and is not far from the frequency resolution of the human
hearing system. Another possibility is the application of filter banks which
model the human perception (Moore, 1995) (e.g., given by (Stanley, 1993)). A
detailed study of such methods is beyond the scope of this thesis. The use of
a simple hearing model for room impulse response visualizations was proposed
by Lokki and Karjalainen (2000) and Merimaa et al. (2001). These are based
on the use of a gammatone filter bank and an adapted integration window. The
auditory model used is shown in Figure 6.4. van Dorp Schuitman and de Vries
(2008) used the processing of psychoacoustic models in terms of denoising of
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Figure 6.4: Psychoacoustic motivated analysis method for RIRs used in
(Lokki and Karjalainen, 2000).

impulse responses. Perceptually irrelevant noise in the impulse response is
one possible reason for the spatial fluctuations of the measure of spaciousness
parameter reported in (de Vries et al., 2000), in addition to the interference of
wave fronts in a single measurement point.

Energy decay relief Another useful three-axis representation is the energy
decay relief plot as proposed by Jot (1992); Jot et al. (1997). This can be
interpreted as a frequency-dependent version of the energy decay curve. The
general time-frequency representation of a impulse response h(t) is given by
P (t, ω). The EDR denoted as PEDR(t, ω) is defined by Jot et al. (1997), as:

PEDR(t, ω) =

∞∫
t

P (τ, ω)dτ (6.4)

This representation is useful for the frequency-dependent analysis of the late
reverberation. An example can be found in Figure 6.5(e). The different re-
verberation times for the high frequency components in comparison to the
low-frequency components can clearly be seen.

Three-axis diagrams including directional information When a sound
field is analyzed in a direction-dependent way as described in Chapter 3,
this information can also be applied to the time-frequency representation.
Lokki and Karjalainen (2000) proposed an extension using small arrows in each
frequency bin to indicate the direction of incidence of the energy component.
Figure 6.5(f) presents an example. While this representation gives a lot of in-
formation in a single diagram, the identification of the directions of incidence
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Figure 6.5: Qualitative examples of diagram types for impulse response visualization
using axis types given in Tables 6.1 and 6.2. Please note that the axis
scales have been adapted to allow an adequate representation of each
diagram.
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of single events can be difficult. A more direct connection between the angles
of incidence and the visualization is preferred. Examples will be developed in
the following sections.

6.2.3 Visualization of Multiple Impulse Responses

Plane wave decomposition enables the directional analysis of a sound field. It
is desirable that the spatial information is included in the visualization. In
this section new methods are given which are developed in view of the direct
interaction.

Multi-trace representation A common visual representation method is to
plot impulse responses as a waveform representation according to their angle
of incidence. The result is named multi-trace impulse response. These can give
information about the angles of incidence of different reflections. Easier to
understand are sound pressure measurements along a linear array, which show
the incoming wave front directly. For this reason such representations can be
found in the analysis of wave fields (e.g.,(de Vries et al., 1997) )1.

Plane wave decomposition representation In the case of a plane wave
decomposition as given for spherical arrays in Chapter 3, the sound field can
be analyzed with high spatial resolution. In this case, one axis of a three-axis
representation can be used to represent the angle of incidence. The remaining
axis represents the time or the frequency. Should only a single frequency be
analyzed, two axes can be used to give the azimuth as well as co-elevation an-
gle. These representations have been used extensively in the previous chapters.
For an interactive auralization application, the single frequency representation
is not very useful. Since an auralization application will always a broadband
application. For this reason, only one axis can be used for the direction. The
amplitude can be coded as color or height. Examples are given in Figure 6.6.
To make such a diagram more intuitive, it is useful to arrange the RIRs corre-
sponding to their direction of incidence.

1A very similar visualization can be found in the early work of (Sabine, 1964). It was
generated by impulse response measurements, but it also visualized the wavefronts of
direct sound and corresponding reflections.

136



6.2 Taxonomy of Visualization

t[ms]

ϕ[◦]

|ws(ϕ, 90
◦, t)|

Top view Circular plot

t[ms]

ϕ[◦] x[m]

y[m]

Figure 6.6: Example of plane wave decomposition representations. In the upper and
left visualization, a multi-trace representation is used. The direction
is represented as azimuth angle in the x-axis. The right visualization
uses the azimuth angle as polar coordinates to represent the direction of
incidence more intuitively.
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Volume-data representation In the case of an interactive visualization2 it
is advantageous to use volume-data representations. In such a representation
each point in a three-dimensional space is characterized by a value. The user
can navigate through such data by placing slices in the dataset. The slice repre-
sents the values for this section using color coding. Furthermore, iso-surfaces3

can illustrate the areas of the same value in the volume. Figure 6.7 gives an
schematic view of such a diagram. The user can modify the slices for the dif-
ferent dimensions using an interaction device as discussed in Section 6.5.2. An
example of a volume data representation can be found in Figure 6.8. In this
example the impulse response of an acoustically highly asymmetrical room (see
Figure 6.8(a) was measured. This property can clearly be identified in the mea-
surement data visualization as given in Figure 6.8(b). An alternative version of
the volume data representation is the use of a spherical volume element. The
radius of the sphere represents the time-axis. For each time frame the mag-
nitude values of the PWD are color-coded on a spherical surface. Figure 6.9
presents an example. In this case the anechoic room measurement from Sec-
tion 3.7 is visualized. A different variant can be generated by selecting a specific
angle window and representing the complete direction-dependent impulse re-
sponse. This can be interpreted as a modern version of the hedgehog plot used
in the work of (Thiele, 1953), more recently republished in (Rieländer, 1982).
The advantage, beside the modern visualization, is that the complete impulse
response for a specific direction can be examined and not only the energy of
one time frame.

Three-axes Representation

An alternative way of including directional information is the spatial arrange-
ment of three-axis diagrams representing the angle of incidence for the different
RIRs. This is useful if a limited number of directions are to be displayed. Fig-
ure 6.10 presents such a diagram for the ideal PWD representation given in
the previous images. The number of directions is set to eight. In this represen-
tation, the spatial details of the simulation are clearly visible. The reflections
from different directions as well as their frequency distribution can be identi-
fied. The direct sound can be seen in the upper diagram. The different side
wall properties such as the high-pass characteristic of the right wall and the
low-pass characteristic of the left wall can be noticed. This representation will

2Visualizations in which a user can navigate.
3Surfaces of constant values.
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Figure 6.7: Example of a three-axis volume data representation with three slices.
The lower surface is used for broadband representation. This enables
orientation while moving the time and direction slices. In the lower part
a possible controller and its connection to the visualization is shown.
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(a) Geometry of the measured room.
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(b) Volume data representation.

Figure 6.8: Example of Volume data representation. The room shown in (a) was
measured with a microphone array. The result is shown in (b) as volume
data representation. The difference between the left and right wall can
clearly be identified. While the left wall (90◦) was damped, the right
wall (270◦) was high reflective. The volume data show a measurement
slice of (ϕ, 90◦, t, f).
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(a) Geometry of the measured room.
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Wall reflection

Direct sound
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(b) Volume data representation in spherical coordinates.

Figure 6.9: Plane wave decomposition of a sound field composed of a direct sound
and a wall reflection. The direct sound arrives with a DOA (ϕ1, ϑ1) =
(0◦, 79◦), whereas the wall reflection arrives from (ϕ2, ϑ2) = (81◦, 72◦).
The time domain results are plotted where time is mapped into distance
from the origin. The two spheres indicate the TOAs and the three color
grades indicate three specific values of the results |ws(ϕ, ϑ, t)|, namely
0 dB, −12 dB, and −21 dB.
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Figure 6.10: Three-axes multi impulse response representation with spatial arrange-
ment of impulse responses corresponding to their angle of incidence.
The impulse responses are plotted as time versus frequency representa-
tion. In the upper direction the direct sound can be noticed.
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be used frequently in the interaction process because in most cases a higher
spatial resolution is not required in the editing process.

6.3 Static Interaction

In this section the static interaction (SI) will be discussed. SI comprises the
process of modifying the complete room impression without taking the repro-
duction system and the source parameter into account. SI can be interpreted
as a further development of the current user interfaces for reverberation units
based on convolution. The developments address the following two main prop-
erties of actual user interfaces:

• A single visualized impulse response measured or simulated with an omni-
directional microphone represents only an overall room impression. The
impulse responses are not visualized in a direction-dependent way (e.g.,
(Altiverb, 2009)).

• Several signal processing methods are applied to the impulse responses
or to the output of the processing. The processing has to be specified by
numerical parameter. For these, separate user interfaces (e.g., Buttons,
Sliders) are used (e.g.,(Reverb, 2009)). This is not very intuitive.

These are addressed by the following new approaches:

• The visualization is extended to a direction-dependent impulse response
representation.

• The processing is specified by a direct interaction of the user with visu-
alization. New methods are developed to modify the properties directly
in the visualization, without using a second interface representing the
parameters for the modification.

First the basic principle for direct interaction using shaping surfaces is intro-
duced. Then principles for the modification of single impulse responses are
presented such as the inverse energy decay curve, time-variant filtering and
decorrelation. These principles are extended to direction-dependent impulse
responses afterwards.
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6.3.1 Shaping Surfaces

In the previous section, it has been shown how a RIR can be analyzed and
visualized using three-axes representations. In this section the modification
of such a graphical representation is addressed. An intuitive way for the user
to modify a graphical representation is a direct modification of visualizations
using a dedicated tool. The problem with using this approach for an impulse
response is the fine structure of such data, which has to be preserved to ensure a
high auralization quality. Compared to the internal structure, modifications by
the user should be relatively coarse. As a consequence, the modifications have
to be in different resolution than the data used for the signal processing. For
this reason, parametric surfaces are used in this work. The definition of such
surfaces can be made using a limited number of control points, while the values
of the resulting parametric surface can be evaluated at arbitrary resolutions.
An example can be found in Figure 6.23. To modify a data representation, a
parametric surface is generated above the visualization. Using this concept,
the data are not required to be visualized with the parametric surface in order
to have lower computational complexity. Furthermore, the user is always aware
of the modifications which are represented by the parametric surface. In order
to change the parametric surface, the user can modify the control points of
the parametric surface. By this action, a modification surface is generated.
The values for the signal processing are generated by sampling the parametric
surface. The following steps are carried out during the interaction process:

1. Visualization of the data using an appropriate representation denoted by
the transformation{·}.

2. Generation of a parametric surface, spatially separated from the data rep-
resentation, using the required number of control points and parameters
specified by the user interface.

3. Modification of the parametric surface according to the desired modifi-
cation of the visualized data.

4. Evaluation of the parametric surface at a resolution required for the signal
processing.

5. Combination of the parametric surface with the data representation by
an arbitrary mathematic operation.

6. Inverse transform of the data denoted by {·}−1.
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Figure 6.11: Block diagram for the concept of surface shaping

This process is used to realize modification of single impulse responses (e.g.,
time-variant filtering) as well as direction-dependent modifications. The pre-
ferred parametric surfaces within this study are Non-Uniform Rational B-
Splines, as described in Section 2.6. These parametric descriptions can be
evaluated and drawn according to algorithms presented in (Piegl and Tiller,
1997).

6.3.2 Interaction with Single Impulse Responses

The basis for the direct interaction with multi-impulse responses is the inter-
action with a single impulse response. Depending on the axis representation
according to Section 6.2.1, one can consider the following main editing capa-
bilities:

• Direct modification of the envelope applied to time domain data.

• Inverse Energy Decay Curve.

• Time-variant filtering.

• Frequency-dependent decorrelation.

The first is a common tool and will not be addressed further in this thesis. Ap-
plications can be found in commercially available products as given in (Reverb,
2009). The last three editing techniques will be described in the subsequent
sections.
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Inverse Energy Decay Curve

The energy decay curve (EDC) of a RIR plotted with a logarithmic amplitude
scale is highly correlated with the perception of the decay of a diffuse sound
field. Detailed fluctuations as shown in a time plot of a RIR are not perceived
in detail. For this reason, a direct modification of the energy decay curve is
proposed for sound design applications. After the definition of the desired EDC
by the user, an envelope can be generated to modify the impulse response in
a way that the new curve is obtained. The EDC s(t) of an impulse response
h1(t) can be calculated using the Schroeder integral, Eq. (6.3). In the case of a
sampled room impulse response h1(n) with N samples, the following expression
is used:

s1(m) = T

N∑
n=m

h21(n), (6.5)

with T sampling interval and N representing the length of the RIR. Modifica-
tions by a user result in the energy decay curve s2(n) as shown in Figure 6.12
(a). To calculate the required envelope directly from the two curves s1(n) and
s2(n), their difference is required,

sd(n) = s1(n)− s2(n). (6.6)

From the result the required envelope e(n) is calculated with

e(n) =

√
1− sd(n)− sd(n+ 1)

h21(n)T
. (6.7)

The envelope e(n) generated using s1(n) and s2(n) is shown in Figure 6.12 (b).
Eq. (6.7) represents the required envelope for the modification of the impulse
response h1(n) to get the desired RIR h2(n) using

h2(n) = e(n) · h1(n) (6.8)

Time-variant Filtering

As described in Section 2.5 the discrete short time Fourier transform of a dis-
crete signal given by DSTFT {p(n)} is an appropriate basis for time-variant
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Figure 6.12: Direct modification of energy decay curves and corresponding envelope.
S1(t) representation the original EDC and s2(t) is the version generated
by the user. The generated envelope to modify the RIR is given by e(t).
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Figure 6.13: Block diagram for the proposed shaping of a room impulse response.

modification of signals if the parameters of the transformation are chosen ap-
propriately. In the context of time-variant filtering, the user modifies the mag-
nitude spectrum and the processing should avoid any time aliasing artifacts.
To meet this requirement, first the analysis window wa and the hop-size Ra

as defined in Section 2.5 should be chosen such that Eq. (2.56) is satisfied.
Second, the size of the DFT for each frame should be k ≥ (Na+Nb)− 1 where
Na and Nb are the number of windowed samples of the RIR and the sampled
surface, respectively. This gives the anti-aliasing condition for the filtering pro-
cess. Figure 6.13 shows a block diagram of adaptation of the shaping surface
concept applied to time-variant filtering. Given a time-variant complex dis-
crete spectrum P (s, k) of the discrete impulse response or signal p(n), where
s represents the time index and k the frequency index in the STFT-domain,
P (s, k) can be separated into a magnitude and phase spectrum as

A(s, k) = 20 log10(|P (s, k)|), (6.9)

ΘA(s, k) = ∠P (s, k). (6.10)

While the phase spectrum ΘA(s, k) is not modified, the user modifies a nor-
malized NURBS-surface, which is evaluated in the same resolution (s, k) as the
magnitude data A(s, k). It is assumed that the NURBS representation is given
in a logarithmic magnitude scale with 0 dB in its default setting. The evaluated
and sampled NURBS-surface S(u, v) is used for shaping the magnitude values
of the room impulse response, which results in the new magnitude spectrum
B(s, k). Hence

B(s, k) = 10
A(s,k)+S(u,v)

20 , (6.11)
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with

u = [0, 1/s, 2/s, ... 1] (6.12)

v = [0, 1/k, 2/k, ... 1] .

In this way, arbitrary time-variant modifications are combined with the advan-
tage of an intuitive interaction for the user. The processing is closely related
to the cross synthesis of two sounds described by (Serra, 1989), while the room
impulse response represents one and the evaluated NURBS-surface represents
the other sound. The complex spectra P ′(s, k) for the shaped room impulse
response are made up of the phase spectra Θ(s, k) and the modified magnitude
spectra B(s, k):

P ′(s, k) = B(s, k) cos(Θ(s, k)) + iB(s, k) sin(Θ(s, k)). (6.13)

Now the IDSTFT of P ′(s, k) is computed using Eq.(2.57). In this case the
synthesis window can be neglected because the phase response is kept

p(n) =

∞∑
s=−∞

ps(n− sRs) (6.14)

with

ps(n) =
1

N

N−1∑
k=0

[
e−i 2π

N
sRskP (n, k)

]
e−i 2π

N
nk, (6.15)

where Rs denoted the synthesis hop-size. The NURBS-surface used for modifi-
cations, the DSTFT representation and the EDR plot are shown in Figure 6.14.
During the reverberation phase, the amplitude is first reduced and then ampli-
fied during the late decay. The STFT provides a good view on the processing
of the discrete impulse response. The modification of the NURBS-surface is
reflected clearly. The energy decay relief plot delivers a very good estimation
of the perception of the room effect after the convolution process. It is impor-
tant to note that a strong amplification in the late part of the decay can lead
to a strong enhancement of measurement noise. To avoid this, the impulse
response should be sampled with a very high signal-to-noise ratio (SNR). An
alternative is the reconstruction of the late part using filtered random noise.
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Figure 6.14: Example for a time variant shaping of an impulse response using a
shaping surface. The original impulse response (top left) is given as
well as the NURBS-surface (top right) used for shaping. The result is
shown as STFT-plot (bottom right) and EDR-plot (bottom left).

6.3.3 Interaction with Direction-dependent Impulse Responses

The interaction with direction-dependent impulse responses requires the se-
lection of the desired direction for editing before applying the methods given
in the previous section. The extension required for the integration in a user
interface is a time and angle selection process, corresponding to a select and
modify paradigm. The following steps are performed in the interaction loop
by the user:

1. Choose the desired high resolution data

2. Select time range and appropriate temporal window

3. Select angle range and appropriate spatial window

150



6.3 Static Interaction

4. Choose a representation of the resulting impulse response

5. Modify the selection with the tool given in Section 6.3.2

6. Process the data under consideration over the chosen time and angle
window

When using a representation with a limited number of directions (see Fig-
ure 6.10), one of the visualizations can be selected directly (e.g., by clicking
on the desired representation). Due to the fact that the interaction should
be independent of the reproduction system, the underlying data always has a
high spatial resolution, even if it is not visualized in the user interface. The
resolution has to be adapted to the visualization. After the interaction, the
parameters specified by the user have to be applied to the appropriate subset
of the high-resolution data. The high-resolution data is given by the weights
w(ϕ, ϑ, k), which are the result of a plane wave decomposition. It is assumed
that the required weights according to the grid of the PWD have been ap-
plied. In this section, impulse responses are studied in the time domain. After
applying a temporal Fourier transform, they are given by w(ϕ, ϑ, t). In this
section, a spatially discrete representation is considered. The resulting impulse
representing the pressure p(x, t) in the center x of the sphere can be calculated
using

p(x, t) =
N∑
i=0

wi(ϕi, ϑi, t), (6.16)

where N represents the number of grid points. A separable grid is common for
the directional weights (e.g., Chebeyshev). In this case Eq. (6.16) can be rep-
resented using two sums representing the azimuth and co-elevation directions

w(x, t) =
N∑
i=0

M∑
j=0

wi(ϕi, ϑj , t). (6.17)

To extract a subset of data ps(x, t), a discrete window function for the azimuth
and co-elevation is applied. The window functions are denoted by wins(ϕi) and
wins(ϑj), respectively:

ps(x, t) =
N∑
i=0

M∑
j=0

wins(ϕi)wins(ϑj)wi(ϕi, ϑj , t). (6.18)
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The reduction of resolution used in the previous section was generated by
applying Eq. (6.22). This equation can be extended by a temporal window
wins(t) for the three-dimensional selection in a PWD, hence

ps(x, t) = wins(t)

N∑
i=0

M∑
j=0

wins(ϕi)wins(ϑj)wi(ϕi, ϑj, t). (6.19)

During the interaction process, the user can select an angle range and a tempo-
ral range to specify the area that he wants to modify. An appropriate window
function is applied or can also be specified by the user. The result ps(x, t)
is visualized using the representation given in Section 6.2. A direct interac-
tion method is applied to the selection. For the processing the same window
function is applied to the parameter specified by the user. Subsequently, the
processing is applied to the high-resolution directional weights. Several quan-
tities can be derived from room impulse responses. The most relevant ones are
specified in (ISO 3382, 2000). Such quantities are related to specific more or
less perceptual attributes. These quantities can be modified by the user using
an automated spatio-temporal selection. This is achieved by using dedicated
macros for the spatio-temporal window. As example, the acoustic parameter
Lateral Energy Fraction (LF) is considered. The value can be calculated from
the room impulse response using

LF =

0.08s∫
0.005s

p28(t)dt

0.08s∫
0.005s

p2(t)dt

, (6.20)

where p(t) and p8(t) denote the impulse responses measured with an omni-
directional microphone and a figure-of-eight microphone, respectively. The
desired impulse responses can be calculated from the plane wave decomposition
by

p(t) =

N∑
i=0

M∑
j=0

wi(ϕi, ϑj , t). (6.21)

and

p8(t) =

N∑
i=0

M∑
j=0

wins(ϕi)wins(ϑj)wi(ϕi, ϑj, t), (6.22)
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using the window functions

wins(ϕi) = cos(ϕi) (6.23)

and
wins(ϑj) = cos(ϑj), (6.24)

where ϕi ∈ [0, 2π] denote the sampled azimuth angle and ϑj ∈ [0, π] the sam-
pled co-elevation. If a gain is applied to the directional weights which are
windowed in this way, the above parameter is modified. The same princi-
ple can be used with other acoustic parameters. In the editing considered so
fare, the user selects a range of impulse responses in terms of angle and time,
which are treated as a single one, using the interaction methods for single
impulse responses discussed in Section 6.3.2. For special parameters a direct
manipulation in a direction-dependent way is useful. This includes gain of the
directional weights. One can consider enhancing the reverberation from a spe-
cific direction for artistic sound design purposes. A solution to edit quickly the
direction-dependent parameter, is the application of a spatial envelope. This
is the application of the shaping surface concept in a spatial arrangement. In
the case of 2D reproduction, a surface in the form of a disk can be used, repre-
senting the desired value in the height, the direction in the angle and another
parameter (e.g., time) as the radius. An example of a three-dimensional spa-
tial envelope will be given in Section 6.5.2 in Figure 6.24(b). A parametric
line linked to a polar plot representing the direction as an angle and the value
as the radius is also possible. Such representations will be used also for the
directivity of sources as given in Figure 6.18.

6.4 Dynamic Interaction

The dynamic interaction process denotes the part of interaction which is per-
formed in real time during the auralization. For this reason, it is a integral
part of the reproduction-system dependent rendering. In this section only the
user interfaces and general signal processing concepts will be discussed. The
reproduction-system dependent part of the signal processing is discussed in
Chapter 7.
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Figure 6.15: Block diagram of spatial processing dependent on the source signal. The
extracted feature can be a mean level which is weighted by a spatial
envelope. The side chain signal controls the value of a specific parameter
in a spatial effect system. A controllable parameter can be the direct-
to-reverb ratio.

6.4.1 Source Signal

The source signal itself can be used to modify the signal processing. For this
reason, features are extracted from its audio stream. Such features are weighted
in a direction-dependent way by applying a spatial envelope. The result can be
used to modify parameters, e.g. level of the impulse responses (see Figure 6.15).
To illustrate the processing, a specific example will be given. As a particular
feature of a spatial audio signal the direction-dependent mean level can be
considered. This can act as a control value for the direction-dependent control
of the direct-to-room ratio. If this extracted feature is inverted, the room
simulated will be enhanced in the directions in which low values of the direct
sound occure. Furthermore, the spatial average of the value can be used to
compress the dynamic. One can consider applying a dynamic processor on the
signal feed to the room simulation. This dynamic processor extracts the level
of the audio stream and uses it to modify the dynamics. The direct signal is
reproduced directly using a spatial reproduction system. The signal used for
the room simulation has a limited dynamic range. The direct-to-room ratio
will be inversely proportional to the level of the direct signal. As a result,
the room signal is emphasized in phases of low level of the source signal and
such directions. To complete the example, the room effect of a low level source
signal results in a strong room effect from the opposite direction.

6.4.2 Source Position

Two-dimensional positioning In case of a two-dimensional reproduction
system, an intuitive method of source positioning is the movement of a graphi-
cal representation on a two-dimensional plane. This method was used in early
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spatial sound design user interfaces for WFS (Melchior et al., 2003), which
was more recently presented in (Meltzer et al., 2008). Beside the real time
movement the recording of the movement is required. This process is called
automation. From such a real-time recording of movement (i.e., sampling of
a movement of the user), parameterized curves can be derived using methods
of interpolation or approximation. The reader is referred to specific litera-
ture (e.g.,(Piegl and Tiller, 1997; Boor, 1994)) for a detailed discussion. If the
timing and the motion path need to be edited separately, a visual connection
between these two representations is required. A solution is the use of para-
metric curves to describe the movement, which also can be edited by the user.
The motion path is enhanced with markers to represent a spatial position in
time. A possible realization is the use of Bézier curves for the motion path.
An nth-degree Bézier curve is defined by (Piegl and Tiller, 1997)

C(u) =

n∑
i=0

Bi,n(u)Pi, (6.25)

where 0 ≤ u ≤ 1 defines the position on the curve. The basis functions are
nth-degree Bernstein polynomials given by (Piegl and Tiller, 1997)

Bi,n(u) =
n!

i!(n − i)!
ui(1− u)n−i. (6.26)

The geometric coefficients Pi are called control points and can be used to edit
the curve. To define a movement, a second function u = f(t) is required to map
the values of u defined by χ1 to χ4 to specific times τ1 to τ4 (see Figure 6.16).
It is intuitive to allow the editing of the points directly on the curve. In this
way points in space can be associated with positions in time. The example in
Figure 6.16(b) shows different velocities of the source for the different sections
on the motion path. The section represented by u ∈ [0, 0.5] is moved in a
short time segment t ∈ [τ1, τ2] while the remaining part of the path u ∈ (0.5, 1]
is moved with different slower velocity as in time segments t ∈ (τ2, τ4]. This
approach can be used with different parametric curves as well as with direct
recording of motion paths by the user and with a subsequent conversion of a
sampled movement to a parametric representation. The two representations
can be connected in an intuitive way by using the third dimension. This is
depicted in Figure 6.17, which includes the third dimension as a time axis.
This approach also enables the visual connection between single coordinates
versus time representation. In common interfaces of digital audio workstations
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Figure 6.16: (a) Motion path of a sound source in the xy-plane. χ1 to χ4 represent
the time markers, connecting the motion line to different times τ1 to τ4.
(b) corresponding velocity curve including the markers given in (a).

(DAWs) only one-dimensional data are associated with a time axis. In case
of movement, only the values of the coordinate system used are edited by the
user.

Three-dimensional positioning Time markers and parametric curves can
also be used for 3D positioning and automation of sound sources. The previ-
ously described extension including the time axis is not possible in this case,
because all three dimension are required to show the source position. Fur-
thermore, a 3D positioning device is strongly recommended, to record a move-
ment in real time. Without such a device the different dimensions have to be
recorded separately, which is not very easy. The user interface concept given
in section 6.5 will support 3D scenarios. Another solution is to edit the motion
path on a user interface utilizing different views. Afterwards the timing can
be recorded in realtime using an interface which represents the actual position
on the path (e.g., a fader). Such an approach has been evaluated during this
project and was well received by potential users (Schneidmadel and Seidenzahl,
2005).

6.4.3 Source Directivity

Editing source directivity is challenging because a four-dimensional dataset
has to be edited. The directivity depends on the 3D orientation of a source
and is frequency-dependent. A solution, as applied in state-of-the-art software,
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Figure 6.17: (a) Motion path of a sound source including the timing in a 3D visu-
alization. χ1 to χ4 represent the time markers, connecting the motion
line to different times τ1 to τ4.

is the separation into two intersecting planes describing the vertical and the
horizontal directivity. Such representations are plotted as polar diagrams. The
concept of spatial envelope and shaping surfaces can be applied successfully to
the modification of source directivity. Parts of a user interface prototype for
source directivity editing developed throughout this thesis (Scheck, 2008) are
shown in Figure 6.18. The user can modify the directivity of a given plane by
editing the polar diagram directly. The frequency can be selected separately.
Based on these edits, a three-dimensional directivity is interpolated. The polar
diagram can be modified using the marker on the curve. This method is an
simple implementation of the spatial envelope described in Section 6.3.3.

6.4.4 Signal Processing Depending on Source Parameter

Based on the changes of source properties, the auralized acoustics of a room
should also change. While the diffuse part can be considered as independent
of the source parameter, the early part of the impulse response depends on
the source directivity and position. (Hulsebos, 2004) proposed the pseudo-
extrapolation of extracted reflections based on the assumption of first-order
specular reflections. The work of (Pellegrini, 2001) supports the proposition
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Figure 6.18: User interface for directivity manipulation based on direct interaction
with a polar plot. The control points of the splines in the left polar
plots can be modified to achieve the desired directivity for the selected
frequency.
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that, for the perception of distance and room size, not the detailed reflection
pattern is required, but a limited number of strong reflections is sufficient
to stimulate the perception. The experiments presented in Chapter 8 also
support this hypothesis. For this reason, the pseudo-extrapolation will be
used to reflect the changes of source parameters (i.e., position, direction and
directivity). The term pseudo-extrapolation refers to the fact that the exact
extrapolation based on the available data is not possible, but that changes
of reflections are calculated. This can be seen as a perceptually motivated
solution. For a physically motivated auralization, a measurement for each
source position, directivity and orientation would be required.

Pseudo-extrapolation of Early Reflections

The mirror image source model served as a modeling tool for rooms of specific
geometries (Cremer and Müller, 1976) (Vorländer, 2008). It was extended to
arbitrary geometries by Allen and Berkley (1979) and Borish (1984). For the
pseudo-extrapolation, an infinite plane located in the middle between the initial
source position and a detected reflection is assumed. Referring to the geometry
in Figure 6.19 and using the original source position s1 and the measured
reflection r1, the plane A is constructed using a normal vector n given by

n =
r1 − s1
|r1 − s1| (6.27)

and the foot point a defined by

a = s1 +
1

2
(r1 − s1). (6.28)

Using the constructed plane, a new reflection position r2 for a new source
position s2 is calculated with (Vorländer, 2008)

r2 = s2 − 2dn (6.29)

with
d = (s2 − a) · n. (6.30)

In addition to the new position, a new gain of the reflection is required.
Under the assumption that the original gain of a reflection is available from
the analysis process, only the change has to be taken into account. The new
source position, based on the geometrical process described above, results in a
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Figure 6.19: Geometry used for the pseudo-extrapolation. A reflection r1 for a given
source position s1 is extrapolated to the new reflection position r2 for
a new source position r2. For the geometrical calculation a surface
characterized by the normal vector n is used.

new distance. The reflections are assumed to be generated by point sources.
As a result, the 1/r rule can be applied and the amplification or attenuation for
the new position can be calculated.

6.5 User Interfaces for Spatial Sound Design

In this section two concepts for user interfaces are proposed. Both are designed
for integration into a desktop studio environment. The first is based on a
MATLABgraphical user interface. The second interface makes use of novel
interaction devices and is designed for two-handed interaction. First the results
of early experiments with the novel user interfaces are given. These lead to
the development of the two interfaces discussed in the next sections. In the
context of this work, only studio or mixing environments, will be considered.
The reader is referred to (Melchior et al., 2006b) for a sound positioning user
interface dedicated to live performances (e.g., theater or opera production),
which was designed by the author in cooperation with the Bregenz Festival.

Early prototypes A method investigated by the author is the use of Aug-
mented Reality (AR) technology for source positioning (Melchior et al., 2005).
The reader is referred to (Azuma, 1997) for an overview and introduction to
AR. The methods of AR were used to display or augment the position of
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sound sources in the view of the user. For this purpose, a head-mounted dis-
play was used. A helmet was equipped with two video cameras generating a
video image of the environment in the view of the user. A high-end graphic
PC was used to extract the position of the user and augment graphical ob-
jects in the video images. Further investigation of the hardware and software
used as well as the perception of audiovisual representations can be found in
(Melchior et al., 2006a). Two setups have been studied. The exocentric setup
(Figure 6.20(d)) augments the sources in the real scene at the position where
they are audible. The user can modify the sources using a tablet. In the
egocentric setup (Figure 6.20(b)) the user interacts with a small model on a
table top, as shown in figure 6.20(d). In the field of user interfaces for AR and
virtual reality (VR), such representation is also called the world in miniature
metaphor (Stoakley et al., 1995). For the use in a real mixing environment the
egocentric setup has to be extended to enable the positioning of sources out-
side the reach of the user (e.g., sources outside the loudspeaker setup). This
is easily possible with the exocentric setup. Furthermore, it can be used to
position sources in a three-dimensional space. For the application of AR tech-
nology in actual production environments, the use of head mounted displays
(HMD) is not appropriate because they limit the mobility of the user and can
be exhausting over long time use. Further development in AR will improve the
situation, but wearing special devices is critical in sound design environments.
For this reason, a new concept for the user interface was developed as given in
in Section 6.5.2. No special devices have to be worn and it uses the exocentric
set-up.

Current interfaces for source positioning Still state-of-the-art is the po-
sitioning of sources using a mouse or pen on an appropriate display. The use
of a pen display has proved to be useful, because the required accuracy for
position can be combined with a flexible interface. A drawback is the fact that
such an interface cannot be used without visual feedback. For this reason a
hardware mixing console is often preferred to a software simulation (Albrecht,
2005). The design of dedicated hardware user interfaces is beyond of the scope
of this thesis, but will be an important part of future developments in spatial
sound design tools. In addition to the simple positioning of sound sources,
one can think of several extensions of this approach. The concept of differ-
ent layers and hierarchies of an auditory scene is described in (Melchior et al.,
2003). The user can arrange the source in groups in order to move all mem-
bers of such a group simultaneously. Furthermore, such groups and sources
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(a) Working user. (b) Screen shot of the HMD (View of the user).

(c) Working user. (d) Screen shot of the HMD (View of the user).

Figure 6.20: Augmented reality source positioning system. Egocentric setup (a) and
(b) . Exocentric setup (c) and (d).
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Figure 6.21: Typical 2D authoring tool for spatial audio (WFS). The main windows
presents a top view of a spatial audio scene. In the lower section the
source specific parameter can be edited. The sound sources can be
structured on different layers and groups in the lower right side. Above
an overview of all sources can be found.

can be arranged in layers to combine sources that belong together in terms of
music, sound effects or dialog. These concepts have now been implemented
in the spatial audio workstation (SAW) shown in Figure 6.21. A interesting
extension of a graphic user interface using standard elements is the zooming
interface paradigm (Raskin, 2000). This approach uses the graphical repre-
sentation not only for positioning but also to display several parameter if the
zoom is adequate. The use of a zooming interface was studied in detail in
(Schneidmadel and Seidenzahl, 2005). Because of the extensive graphical pro-
gramming required, such a system has not been realized until now.

6.5.1 Standard Interface for Spatial Sound Design

The standard user interface for static interaction was realized using the MAT-
LABprocessing and graphical user interface (GUI) environment. The process-
ing and the user interface are reduced to two-dimensional processing. This
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is achieved by summing the directional weights of a PWD for all co-elevation
angles as described in Section 6.3.3. The graphical user interface is a pure
desktop application. The user interacts using a mouse and a keyboard. The
aim of this interface is to have a prototype implementation of the processing in
order to get feedback from potential users. The MATLABGUI has to be com-
bined with an adequate auralization engine. Only the required reproduction
data and high resolution data are generated by the interface. The reproduc-
tion data can be used by a rendering framework for wave field synthesis, or in
combination with convolution engines. The following modules are realized:

1. Simulation module. Implementation of a mirror image source model and
diffuse sound model to simulate ideal plane wave decomposition of a
modeled room.

2. Editing module. Implementation of the static interaction described in
the previous sections

3. Adaptation module for WFS as described in Section 7.2

4. Adaptation module for virtual microphones (VM) as described in sec-
tion 7.3

A screen shot of the editing module, including the shaping surface interface, can
be found in Figure 6.22. The graphical user interface uses a MATLAB toolbox
for the signal processing developed in this thesis. This toolbox includes all
the interaction methods described and can be used to extend the GUI in the
future. Positioning of user interface elements was designed according to the
interaction process of the basic layer. In the upper left corner the user can
select an angle and time segment. By using a specified window function, the
resulting impulse response for the selection is displayed on the upper right. The
type of representation can be selected below the interface. In the main area
on the lower right, modifications to the selected spatial segment can be made.
Envelope editing, energy decay curve editing and shaping surface editing have
been implemented. The complete result is visualized in the lower left hand
side using a two-axis representation including directional information. The
data can be exchanged as high resolution data and be further processed by
the other modules. A complete description including the wave field synthesis
reproduction can be found in (Melchior et al., 2010).
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Figure 6.22: Standard user-interface based on MATLAB (Editing module). The in-
terface is structured according to the steps of user interaction in a
clockwise manner. First (upper left) an angle and time window can
be selected. The extracted (spatio-temporal filtered) impulse response
is shown in the upper right using selectable visualizations. In the lower
right side, different interaction methods can be applied. The shaping
surface is currently selected. On the lower left, the result is visualized
using a multi-trace representation.
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6.5.2 Extended Interface for Spatial Sound Design

The interface and visualization possibilities of a standard GUI are limited in
the context of the requirements of 3D spatial sound design. Besides the in-
terface based on standard user interface elements, parts of an extended user
interface were realized using the AR system Studierstube (Schmalstieg et al.,
2002). The system was interfaced to a MATLABprocessing kernel used for the
signal processing. Afterwards the visualization was performed by the Studier-
stube system usingOpen Inventor (SGI, 2008). TheOpen Inventor scene graph
was extended with specifc elements to enable the desired interaction and the
control of a WFS-reproduction system.

Preliminary considerations The aim of the extended interface is to sup-
port the 3D visualization and interaction techniques in an optimal way. Most
of the visualizations proposed in this work are three-dimensional. For this
reason, appropriate techniques for direct manipulation of three-dimensional
visualizations have to be used. The environment used is capable of supporting
various display hardware including stereoscopic displays. To enable fast inter-
action, an asymmetric bimanual technique is proposed. This means that the
user interacts with two hands simultaneously. The theoretical foundation be-
hind the bimanual 3D interaction was given by (Bowman et al., 2005; Guiard,
1987). Using their principles to characterize the role of the hands, identifies
the task of direct manipulation of impulse representations as an asymmetric
task. This means that one hand is used for navigation and modifying the view,
while the interaction is performed with the other hand. As a common example,
handwriting on a blank sheet of paper can be considered. While the dominant
hand is writing the non dominant hand is used to position the paper and fix its
position. (Balakrishnan and Kurtenbach, 1999) showed that the two-handed
interaction in a bimanual asymmetric task, similar to the desired one in the
actual user interface, speeds up the completion time and is graded better in
the subjective preference of the subjects. As a consequence the direct inter-
action is based on a system where the non-dominant hand is used to navigate
and position the visualization and the dominant hand is used for the direct
interaction.

Visualization Two key parts have to be represented by the user interface.
First, the graphical representations as developed in the previous sections have
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to be visualized. To facilitate the easy navigation and orientation of the user,
the current reproduction system layout (i.e., loudspeaker placement) is also
included. Secondly, graphical user interface elements to specify parameter and
perform system control operations are also required. These are represented
in two-dimensional user interface elements. As a result, displays for the 3D
representation of the impulses response as well as for the 2D GUI are required.
To edit the graphical object representing the spatial audio setup, or impulse
response, the virtual 3D space is used. For 2D user interface elements for
system control, a 2D interface on the pen display is used.

Navigation To enable an intuitive two-handed interaction, the world in hand
metaphor (Houde, 1992) is used for the navigation. In this concept, an object
(world) is attached to a navigation device which enables the rotation and trans-
lation of the object of interest to the needs of a interaction task. The world in
hand metaphor seems to be optimal for viewing discrete, relatively compact
data objects (Ware, 2004). This holds for the visualization of a 3D audio setup
as well as for the impulse response visualization described earlier. To enable
the two-handed interaction with the world in hand metaphor, a six-degree of
freedom (DOF) interaction device is required. Another requirement as stated
earlier is the integration of the system in a studio environment. For this rea-
son, it should be possible to switch very quickly to different hardware user
interfaces. Therefore, a device that can be placed on a desktop is desirable. A
possible solution is a space mouse or space ball controller, which enables the
6-DOF manipulation of an object attached to its coordinate system.

Interaction The dominant hand of the user uses a pen for interaction. Such
a pen can be used directly on the pen display for 2D interaction (Sutherland,
2003). When the user lifts the pen into the interaction volume, it is associated
with a 3D cursor in the virtual space similar to the selection technique described
by (Grossman and Balakrishnan, 2006). Using direct mapping of the real vol-
ume to the virtual volume, the pen acts like a mouse in a three-dimensional
space. The pen is equipped with a button to enable selection tasks. If the pen
is used directly on the pen display, the contact of the pen with the surface can
also be used as click. Figure 6.23 presents a mock-up of the user interface. A
detailed view of different realized interaction techniques can be found in the
screenshot in Figure 6.24.
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3D visualization

pen used as 3D cursor
cursor position

2D user interface

pen display

space mouse

WFS-array

tracking system

Figure 6.23: Proposed extended user-interface. The user can use a tracked pen to
modify a 3D representation of the impulse response data. The pen
can be moved in spaced in order to control its virtual representation.
A space mouse is used to control the position and rotation of the 3D
impulse response representation. A pen display is used for 2D user
interface representation to control the system. This can be controlled
by the pen when it is moved on top of the display. A detailed view of
the screen shot of the system can be found in Figure 6.24.
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source position

loudspeaker setup

early RIR

late RIR

3D cursor

(a) Complete user interface.

spatial envelope

modified region

3D cursor

RIR representations

(b) Spatial envelope.

modified control point

shaping surface

RIR representation

selected control point

3D cursor

loudspeaker setup

(c) Shaping surface.

Figure 6.24: Screenshot of the extended user interface.
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Prototype system To demonstrate the interaction method to potential
users, some specific models are implemented. Emphasis was put on the concept
of shaping surfaces. A screen shot of the extended user interface is given in
Figure 6.24. A representation of eight directions for the early part of the im-
pulse responses and four directions for the late part is shown in Figure 6.24(a).
The prototype was used in conjunction with a WFS system. For this reason,
the layout of the loudspeaker setup was also visualized in the middle. This
was used as an orientation for the user. The virtual element representing the
tracked pen of the user can be seen as well as different spheres representing the
position of direct sound and reflections. The user can select a specific surface
or source by moving the pen into its bounding box and clicking the button on
the pen. In case of a source, the position can be modified while dragging the
source to the desired position. In case of an impulse response representation,
a shaping surface will be displayed. The detail of a shaping surface is shown in
Figure 6.24(c). The spheres represent the control points of the NURBS surface
shown. The point in the middle of the surface has already been shaped by the
user. The virtual pen is used to select the right control point. Next, this point
can be modified by moving the pen to the desired position. An example of
spatial layer editing using the spatial envelope can be found in Figure 6.24(b).
A specific direction has been emphasized by the modifications of the user.

6.6 Summary

In this chapter, the interaction with plane wave decomposition was studied.
First a taxonomy of impulse response visualization methods and different dia-
gram types was given. The different advantages for the use in a sound design
process have been discussed. Based on these representations, the interaction
process has been structured into a static and a dynamic interaction part. The
static interaction denotes the spatial sound design process which is indepen-
dent from the reproduction system. For the static interaction, novel representa-
tions of spatio-temporal impulse response representations have been developed.
Based on this visualization, a new direct interaction method was developed.
The novel method of shaping surfaces was applied to single and multi im-
pulse response representations. The advantage of these new techniques is that
a graphical representation of a direction-dependent impulse response can be
modified in a direct interaction process by the user. The simultaneous editing
of spatio-temporal data is possible within a single user interface. Due to the use
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of known visualization techniques, these representations can directly be under-
stood by a professional user. Furthermore, methods for editing the decay of an
impulse response as well as the control of decorrelation were developed. The in-
teraction dependent on the source parameter, named dynamic interaction, was
studied in the main part of this chapter. User interfaces for the modification of
source position and directivity as well as their automation have been studied.
Prototype user interfaces for the interaction principles and visualization have
been developed. Two different interfaces have been realized. A desktop user
interface based on standard GUI elements using the MATLABdevelopment
environment was described. This implements the complete processing chain
from simulation of array measurements using a mirror image source model and
diffuse model to the interactive modification using the techniques developed
in this thesis. An extended version using progressive interface technology was
also implemented in a prototype system.
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Chapter 7

Spatial Audio Reproduction

7.1 Introduction

This chapter discusses the reproduction of interactively modified sound fields.
It corresponds to block (3) and (4) in Figure 7.1. Three different spatial sound
reproduction systems are studied in detail.

1. Wave field synthesis

2. Stereophonic reproduction

3. Binaural reproduction

The focus of this work is the reproduction for a single user. These systems are
chosen because they represent a broad range of different concepts. The aim of
wave field synthesis is to reconstruct the sound field. It should be a solution
without a sweet spot (i.e., not only a single point of correct reconstruction).
This property is investigated in terms of room simulation for a single user.
Stereophonic reproduction is a very common solution for loudspeaker repro-
duction with a sweet spot. More recently, different surround formats have
been developed and some of these are already well-established (e.g., the 5.1
surround sound format). Since most of these systems can be modeled using a
superposition of different stereophonic sets, only two-channel stereo reproduc-
tion is discussed in this context. The third system is the binaural reproduction,
which is well-established in high quality simulation environments (Silzle et al.,
2004).
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User interface

Wave-field
visualization

Static
interaction

Dynamic
interaction

Wave-field
analysis

Directional
sound field processing

Reproduction
system

adaptation

Reproduction
system

Signal processing layer

Adaptation layer

1 2 3 4

5 6 7

8

Figure 7.1: Basic block diagram of the system developed in this thesis. The parts
discussed in this chapter are highlighted.

7.1.1 Outline of the Chapter

The chapter is structured into three main sections according to the three re-
production systems examined. Section 7.2 presents wave field synthesis (WFS)
reproduction. After the derivation of the required synthesis operator, the impli-
cations of its limitations for auralization are analyzed briefly. An optimization
of WFS for a single tracked user is proposed. The adaptation of the PWD to
WFS reproduction is reviewed from the literature and discussed in view of the
sound field analysis based on spherical array apertures. Section 7.3 analyses
stereo reproduction. The concept of virtual microphones (VM) is introduced
as a further sound design method. The adaptation of spherical array measure-
ments to stereophonic reproduction is investigated. In Section 7.4 the binaural
adaptation is studied. The theory of measurement and processing of head-
related transfer functions (HRTFs) is given. Due to the limited resolution of
publicly available databases, a set of high spatial resolution HRTFs of a dummy
head was measured.

7.2 Wave Field Synthesis

Wave field synthesis is a method for the reproduction of a sound field within a
certain area surrounded by loudspeakers. A listener moving in the reproduc-
tion area perceives virtual sound sources, which do not have to coincide with
the real loudspeaker positions. Experiments to obtain such kind of reproduc-
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tion can be found in the early publications of (Steinberg and Snow, 1934) and
(Snow, 1953). They proposed the acoustic curtain. These early experiments
can be interpreted as a way of implementing the Kirchhoff-Helmholtz integral.
But the important step of synthetically generating the speaker signals was
missing. The term wave field synthesis (often abbreviated as WFS) and the
underlying principles have been formulated more recently by Berkhout (1988);
Berkhout and de Vries (1989); Berkhout et al. (1993). The principles of wave
field synthesis have been studied by various authors for different applications
(e.g., acoustic enhancement by Vogel (1993), live sound enhancement by Start
(1997), sound reproduction in general by (Verheijen, 1998), variable acoustics
by Sonke (2000), video conferencing by de Bruijn (2004) and auralization by
Hulsebos (2004)). In this section, the application of wave field synthesis for
auralization in a larger reproduction area is considered. Limitations and per-
ceptual effects of auralization using different reproduction schemes for direct
sound, reflections and late reverberation are studied.

7.2.1 WFS Synthesis Operator

The theoretical basis for wave field synthesis is given by the Kirchhoff-Helmholtz
integral (see Section 2.4). For practical implementation, a synthesis operator
is required to calculate the loudspeaker (i.e., secondary source) signals for a
desired configuration of virtual sources. Several methods exist to derive driv-
ing signals for the secondary sources to synthesize an acoustic field (Ahrens,
2010). The derivation of the synthesis operator requires several simplifications
to arrive at a practical solution. These simplification have been studied in
detail in (Vogel, 1993; Start, 1997; Verheijen, 1998; Hulsebos, 2004) among
others. Most of the derivations simplify the Kirchhoff-Helmholtz integrals to
a Rayleigh integral and lead to a solution for a line of secondary sources us-
ing the principle of stationary phase approximation twice. In this section, the
derivation of the operator for point sources, focused sources and plane waves
will be reviewed.

Point Source Synthesis Operator

The derivation given here for the synthesis of (virtual) primary point sources
has been published by Start (1997). The corresponding geometry can be found
in Figure 7.2. Here, only a short summary is given. The derivation steps lead
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Figure 7.2: Geometry to derive the synthesis operator for a point source (Sladeczek,
2008).

to the synthesis operator Q(rL, ω) for one secondary source at the position rL
on the line L. The pressure in the frequency domain P (rR, ω), in a receiver
point R at position rR, can be calculated using the Rayleigh I integral

P (rR, ω) =
1

2π

∫
A

[
iω�0Vn(rc, ω)

e−iω
c
|rC−rR|

|rC − rR|

]
dA, (7.1)

where rC denotes a point on the surface A, Vn(rC , ω) the normal velocity
component in this point caused by a primary point source at location Ψ. This
integral can also be written as an integration over all columns C of surface A
along the x-axis,

P (rR, ω) =
1

2π

∞∫
−∞

PC(rR, ω)dxC (7.2)

where PC(rR, ω) denotes the pressure in R generated by a single column C.
PC(rR, ω) can be calculated substituting the expression for the particle velocity
of a monopole source (Start, 1997). Hence:

PC(rR, ω) =

∞∫
−∞

S(ω)iω�0Vn
e−iω

c
|rR−rC |

|rR − rC | dyC (7.3)
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with

iω�0Vn = cosϕ
1 + iωc |rC − rΨ|

|rC − rΨ|
e−iω

c
|rC−rΨ|

|rC − rΨ| , (7.4)

where ϕ defines the angle between the normal on the surface A and the vec-
tor rC − rΨ pointing from primary source (indicated by Ψ in Figure 7.2) to
the secondary source position. S(ω) represents the primary source signal. In
case the primary source Ψ and the receiver R are located in the same plane
perpendicular to A, the stationary phase approximation can be applied. The
basic ideas is that the main contribution to the field in R is given by secondary
sources along the line L. After applying the stationary phase approximation
to the integral in Eq. 7.3, the surface A is reduced to the line L and PC(rR, ω)
becomes

PC(rR, ω) = H(ω)S(ω)g(rR, rL) cos(ϕ)
e−iω

c
|rL−rΨ|√|rL − rΨ|

e−iω
c
|rR−rL|

|rR − rL| (7.5)

with

g(rR, rL) =

√
|rR − rL|

|rL − rΨ|+ |rR − rL| . (7.6)

Using Eq. (7.5) the calculation of the loudspeaker driving functionsQR(rL, rR, ω)
for a specific receiver point R can be derived:

QR(rL, rR, ω) = H(ω)S(ω)g(rR, rL) cos(ϕ)
e−ik|rL−rΨ|√|rL − rΨ|

(7.7)

H(ω) is an equalizing factor often described analytically by H(ω) =
√

ik/2π.
Beside this description, which is valid up to the aliasing frequency, source-
dependent equalizing is still an issue of current research. In order to calculate
the sound field in R, integration over the line L is required:

P (rR, ω) =

∞∫
−∞

QR(rL, rR, ω)
e−iω

c
|rR−rL|

|rR − rL| dxL (7.8)

Eq. (7.7) is only valid for a single listener or receiver position since the factor
g(rR, rL) depends on the position of the secondary source and the receiver.
This equation can be transformed into an operator Q(rL, ω) for an exact re-
construction on a line of receiver points LR, again using the stationary phase
approximation. In this case, each secondary source defines a unique station-
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ary phase point, which is found at the intersection point defined by the line
connecting the (virtual) primary source position, receiver line LR and the sec-
ondary source rL. In this example, the reference line LR is taken parallel to
the line L in Figure 7.2. The result of the stationary phase approximation is a
different factor g(rL):

g(rL) =

√
|rR(rL)− rL|

|rL − rΨ|+ |rR(rL)− rL| . (7.9)

By substitution of g(rR, rL) with g(rL) in Eq. (7.7), a driving function for the
receiver line LR is defined.

Q(rL, ω) = H(ω)S(ω)g(rL) cos(ϕ)
e−ik|rL−rΨ|√|rL − rΨ|

. (7.10)

This driving function enables the correct reconstruction of a wave field in terms
of phase for the complete reconstruction area of the WFS system. The ampli-
tude is only correct on the reference line LR, which is not relevant for practical
applications from a perceptual point of view. Depending on the secondary
source layout used, the number of secondary sources required to synthesize
a virtual primary source can vary. Besides a possible restriction of the re-
production area, a variance in the source loudness can occur. Methods for
compensating for this effect as well as the required equalization are beyond
the scope of this thesis. The reference line is not limited to a straight line.
Instead, arbitrary curves may be used, as long as only one intersection with
the reference line along each stationary phase line exists (Start, 1997; Sonke,
2000).

Focus Source Synthesis Operator

As shown in (Verheijen, 1998) and (Start, 1997), the synthesis operator can be
modified to synthesize a focused source in front of the loudspeakers within the
listening area using

Qf (rL, ω) = H(ω)S(ω)gf (rL) cos(ϕ)
ei

ω
c
|rL−rΨ|√|rL − rΨ|

(7.11)
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Figure 7.3: Geometry to derive the synthesis operator for a plane wave (Sladeczek,
2008).

with

gf (rL) =

√
|rR(rL)− rL|

|rR(rL)− rL| − |rL − rΨ| . (7.12)

Plane Wave Synthesis Operator

To extend the synthesis operator to plane waves, a point source placed at an
infinite distance to the listener is assumed. Taking the synthesis operator for
point sources and letting |rL − rΨ| approach infinity, g(rL) and the decay
1/
√|rL − rΨ| reach 0. This would results in zero as scale factor for secondary

sources. The delay for the source represented in e−ik|rL−rΨ| becomes infinite.
For this reason, the plane wave operator is calculated in a different way. Let
WΨ be the wavefront of a propagating plane wave with an angle ϕ to the
normal n on the secondary source array. The situation is shown in Figure 7.3.
To calculate correct loudspeaker coefficients, a vector rL − rΨ orthogonal to
the line WΨ to the secondary source is assumed. The synthesis operator for
plane wavefronts can now be written as

Qp(rL, ω) = H(ω)S(ω) cosϕ e−iω
c
|rL−rΨ(rL)|. (7.13)

For the construction of the line WΨ, a circle C is used. The line WΨ is chosen
as tangent on the circle C. This guarantees that all plane waves arrive at one
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particular time in the center of the circle C. In a real system, C is chosen to
be the center or reference point of the enclosed secondary source distribution.
Hp(ω) is the equalization factor used for the plane wave reproduction. Fur-
thermore, in all derivations of the synthesis operators, a loudness correction
corresponding to the number of discrete secondary sources is required, which
can also be integrated into Hp(ω). For further detailed derivations of the syn-
thesis operator and analysis of the limitations due to sampling and truncation,
the reader is referred to the literature (e.g., (Verheijen, 1998), (Vogel, 1993),
(Start, 1997) and (Hulsebos, 2004)).

7.2.2 Single-user Optimized Wave Field Synthesis

The aim of WFS is to reconstruct the acoustic field within the entire listening
area. Nevertheless, some effects cannot be perceived correctly in the entire
listening area. The reasons are physical constraints as well as limitations of
the practical implementation of a WFS system. In virtual reality systems
(Springer et al., 2006), the user position has to be tracked in order to enable
the correct image reproduction. In such a case the tracking data can also be
used to optimize a WFS system. Three kinds of optimizations based on user
tracking data have been studied and implemented:

1. Secondary source selection

2. Delay correction

3. Amplitude correction

These optimizations will be derived in the following section.

User-dependent Reference Line

In section 7.2.1 the WFS operator was derived. The form of the implementation
presented requires a reference line for the calculation of the correct gain for
the reproduction. In case of a linear secondary source distribution, the optimal
solution of a reference line can be found by using a reference line parallel to
the secondary sources. To optimize the wave field, the user distance from the
line defined by the secondary source distribution can be used to modify the
reference line. For WFS setups where the secondary sources are distributed
around the listening area, an optimal solution for the receiver line is derived in
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Ψ

R

reference line

(a) Point source.

Ψf

R

reference line

(b) Focused source.

Figure 7.4: Selection of active speakers based on the reference line. Active speaker
are marked in gray (Sladeczek, 2008).

(Verheijen, 1998). The receiver line is constructed as a line perpendicular to a
line defined by the source and the center of the array (Spors, 2007). Instead of
using the center of the secondary sources, the reference line can be constructed
using a line perpendicular to a line defined by the actual source position and
the position of the user. Figure 7.4 illustrates the construction of the reference
line based on the position of the user.

Speaker Selection Optimization

The receiver line is used to select the secondary sources which are used to
synthesize the virtual source. In order to get a large reproduction area of a
source, it is advantageous if a large number of secondary sources contribute to
the wave field synthesis process. The selection consists of two steps:

1. The receiver line is used to determine the potential candidates of sec-
ondary sources.

2. The angle ϕ between a vector r pointing from the source to a speaker
and the normal on the loudspeaker n is used to consider whether the
loudspeaker should be used for the synthesis. All speakers with ϕ > 90◦

are deactivated because this would invoke backpropagation toward the
real source. are deactivated.
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Figure 7.5: Selection of active speakers based on an angle criterion (Sladeczek, 2008).
(a) Inactive speaker (ϕ > 90◦). (b) Active speaker (ϕ < 90◦).

Figure 7.4 presents an example for a point source Ψ using the first selection
step. All speakers on the side of the virtual source are preselected (see (a)).
For a focused source, the selection is done in an analog way as illustrated in
Figure 7.4 (b). Then the second criterion as illustrated in Figure 7.5 is used
to exclude secondary sources depending on their orientation. This method
of speaker selection works for sources behind the array as well as for focused
sources as illustrated. Another approach was given in (Spors, 2007), where an
analytical source selection criterion is derived resulting in the same selection.

Time of Arrival Optimization

In specific applications, it is useful to minimize the distance-dependent delay
of a source Ψ as much as possible. This is important if a WFS system is used
for sound design purposes, instead of pure physical field reconstruction. In this
scenario the sound designer wants to control the time of arrival of all sources
independent of their spatial depth or distance. The WFS operator derived in
Eq. (7.11) can be modified to keep the shape of the desired wave front and min-
imize the delay depending on the secondary source layout used. Figure 7.6(a)
presents a typical WFS setup. A circle C with radius |rC | is constructed in-
cluding all secondary sources. Now the timing of all virtual sources is optimized
to arrive in the center of the array with the same delay, independent of their
distance, while keeping the wave front curvature depending on their individual
positions. The difference |rΨ| − |rC | can be used to reduce the delay in the
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Figure 7.6: Geometry used to calculate the delay and level optimization for point
sources (a) and plane waves (b) (Sladeczek, 2008).

synthesis operator by applying

d = |rΨ| − |rC | (7.14)

to the synthesis operator

Q(rL, ω) = H(ω)S(ω)g(rL) cos(ϕ)
e−ik(|rL−rΨ|−d)√|rL − rΨ|

. (7.15)

In the next step the delay is kept constant for any user position rR using

d = |rΨ| − |rC | − (|rΨ| − |rΨ − rR|︸ ︷︷ ︸
Δ

) (7.16)

d = |rΨ − rR| − |rC |, (7.17)

where Δ describes the distance difference of the listener with respect to the
reference position in the center of the WFS system. It is also used to correct
the level of a source. In the case of a plane wave, the geometry is depicted in
Figure 7.6. A specific version of Δ = Δp for plane waves can be calculated
using the projection of the user vector rR on the vector rΨ pointing to the
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intersection point Ψp with the circle C

Δp =
rRrΨp

||rΨp ||
rΨp . (7.18)

As a result we get the user-optimized synthesis operator for a plane wave

Qp(rL, ω) = Hp(ω)S(ω) cosϕe
−ik(|rL−rΨ(rL)|−Δp). (7.19)

Level Optimization

Using the synthesis operator derived in Section 7.2.1, the perceived level of a
virtual source depends on the distance from the virtual source. In sound design
applications as described in the previous section, it is useful to keep the level
of a source constant for a listener moving inside the wave field. A desired level
can be applied by a sound designer, adequate for the application (e.g., virtual
reality environment). This is also useful for sources used for the reproduction
of diffuse parts of a room. In order to synthesize such a source, the listener
position rR is used to modify the synthesis operator. In the case of a virtual
point source, the decay is 1/r. To compensate for a different listener position,
the factor gc(rΨp , rR) is used with

gc(rΨ, rR) =

⎧⎪⎨
⎪⎩
1 + |Δ| ∀ Δ > 0

1
1+|Δ| ∀ Δ < 0

1 ∀Δ = 0

. (7.20)

In case of plane wave reproduction, the secondary source acts as a line source
causing a 1/

√
r decay resulting in a correction factor given by

gcp(rΨp , rR) =

⎧⎪⎪⎨
⎪⎪⎩
√
1 + |Δp| ∀ Δp > 0√

1
1+|Δp| ∀Δp < 0

1 ∀Δp = 0

. (7.21)

Directional Sources

The reproduction of directive sources through WFS was first proposed in the
early work of (Verheijen, 1998). A direction-dependent factor G(ϕ, θ) is part
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of the synthesis operator. If only a first-order directivity in a 2D system is
required, G(ϕ, β, ω) is used with

G(ϕ, β, ω) = β(ω)− [1− β(ω)] cos(ϕ), (7.22)

where β(ω) ∈ [0, 1]. A more general approach, which includes this elemen-
tary function, is the use of circular harmonics for the description of source
directivity as described in (Corteel, 2007) and (Ahrens and Spors, 2007). If a
data-based approach is used, filters for each direction of the source are stored
in a database. These filters can be integrated into the synthesis operator.
The limiting factor in all implementations is the aliasing frequency of the sec-
ondary source setup (Verheijen, 1998) (Vogel, 1993) (Start, 1997) (Hulsebos,
2004). The wave field can be controlled only up to this frequency. In the case
of a point source emitting a broadband signal, the position is correctly per-
ceived because sufficient energy is below the aliasing frequency. If the signal
is high-pass filtered, a blur of the perceived localization is the consequence
(Start, 1997). The simulated directivity of a source can only be explored for a
limited frequency range. Proposals to optimize the high frequency processing
have been made by (Wittek, 2002). He proposed the use of stereo reproduc-
tion above the aliasing frequency. This again leads to a sweet spot solution.
However, if the field is optimized using tracking data, the stereo reproduction
can also be optimized. In the proposed concept, G(ϕ, β, ω) is calculated in
the driving function for each loudspeaker depending on the angle between the
source and the corresponding speaker. If a directivity for a single user should
be realized, G(α, β, ω) can be calculated depending on the angle α between
the normal of the source and the listener position. The situation is drawn in
Figure 7.7 for a focused source Ψf and a listener R. This factor can be used
to modify the source signal, independent of the secondary sources.

7.2.3 Reproduction Data for WFS Reproduction

The high resolution data generated during the wave field analysis process have
to be adapted for reproduction using wave field synthesis. The result is a
specific set of reproduction data. The WFS systems used in this research are
all systems with loudspeaker arrays in the horizontal plane only. As a result the
three-dimensional data of the spherical array analysis process has to be reduced
to the horizontal plane. This can be done using the techniques described in
Section 6.3.3 utilizing spatial windowing. Once the high resolution data have
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R

rR − rΨ α

nΨf

Figure 7.7: Geometry used to calculate the user dependent directivity factor
G(α, β, ω). Inactive speaker are drawn in dashed line (Sladeczek, 2008).

been reduced to the horizontal plane, one can consider different schemes for
reproduction using a WFS system. For this purpose the three parts (discrete
reflections, early part, late part) of the high resolution data are considered
separately in terms of optimal reproduction properties. The processing scheme
for the adaptation is depicted in Figure 7.8. The discrete reflections need to be
perceived at a stable position for the whole reproduction area. Furthermore,
in an optimal case they should be modified according to the source parameters
(position, directivity) during reproduction. To ensure the availability of these
properties, they should be kept separate and be reproduced as discrete point
sources. In the case of static sources they can be added to the early part,
which contains reflections and the first diffuse sound field elements. Like the
discrete reflections, this part of the impulse response should be reproduced
with a constant position for the entire audience. This can be achieved using
point sources distributed around the listening area. The high resolution data
have to be adapted to this resolution. The late part of the impulse responses
contains the reverberation tail. (Sonke, 2000) evaluated the reproduction of a
diffuse sound field perceptually . He showed that ten plane waves are sufficient
to reproduce a rotation-invariant field for the listener in the center of the
array. As shown in the following chapter this number is not sufficient if the
user can move around in the listening area of the WFS system. Only if the
field parameters are adapted to the user position, the reproduction is optimal.
The number of plane waves must be adapted to the specific needs of a given
scenario. The use of a plane wave instead of a point source for the late part
of the impulses responses is optimal in terms of level distribution as shown in
(Boone et al., 1999) and has been proposed by several authors (e.g., (Hulsebos,
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Figure 7.8: Adaptation of high resolution data to reproduction data for WFS repro-
duction

2004) (Sonke, 2000)).

In the case of limited computational power, the reproduction can be simplified
further. The early data can be mixed to the late part, and only a limited
number of plane waves are used with a single discrete source for the direct
sound. These different possibilities are reflected in the reproduction scheme
shown in Figure 7.8. In case of high computational resources only, a resolution
adaptation is applied to all parts of the impulse responses. This results in a
new set of impulse responses which can be used for the auralization. If the
schema should be simplified as described above, the discrete reflections are
added to the early part using switch A. If further simplification is required,
the complete early part is added to the late part using switch B. This way
a flexible adaptation is realized. This adaptation schema was also realized as
part of the MATLABuser interface.

7.2.4 Dynamic Interaction

To auralize the reproduction data, specific audio processing is required. Fig-
ure 7.9 presents a block diagram of the dynamic interaction and reproduction
process for WFS reproduction. The block diagram illustrates the signal flow
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for a single audio source. If multiple sources in multiple rooms are to be
auralized, the schema has to be applied for each source. In the following ex-
ample, only one source and its signal paths are considered. All signal paths
are equipped with an equalizer (EQ) to allow (optional) real-time modification
of their characteristics. The audio stream is distributed to the appropriate
number of signals according to the reproduction scheme. These are fed to FIR
filters, which convolve the audio signals with the generated impulse response.
The outputs of the separate signal paths are the input signals for the WFS
rendering. While the direct sound and the discrete reflections can be realized
as dynamic sources, the early reflections and late part are static source con-
figurations. The source layout depends on the reproduction data as discussed
in the previous section. The discrete reflections are positioned according to
the pseudo-extrapolation process. To minimize the number of required WFS
sources, the signals can be mixed to the signal of the early part using switch
A. The summation can be done by a gain matrix using an intensity panning
method (e.g., Vector based amplitude panning as described in (Pulkki, 1997)).

7.3 Stereophonic Reproduction

This section studies the adaptation of a plane wave decomposition to stereo-
phonic systems. The adaptation is based on the simulation of a microphone
setup. Since the impulse responses of such microphones are generated based on
the plane wave decomposition of a room impulse response, they termed virtual
microphones (VM). First, the general principles will be explained, then the
influence of measurement errors from the plane wave decomposition process on
the adaptation will be studied.

7.3.1 Stereophonic Microphone Setups

In the following section the simulation of virtual microphones by microphone
array measurements and plane wave decomposition is studied. For this purpose
the properties of ideal stereophonic microphone setups will be analyzed first.
Since the invention of stereophonic sound reproduction in the early 1930’s,
a large number of microphone setups have been developed (Blumlein, 1931)
(Alexander, 2000). Discussions on the different established techniques can
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Figure 7.9: Block diagram of the processing required for the auralization and dy-
namic interaction for WFS reproduction.
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Blumlein

ORTF

AB

Figure 7.10: Geometrical layout of the stereo microphone setups investigated.

be found in (Bartlett, 1991), (Görne, 1996). For an overview of state-of-the-
art surround recording techniques, the reader is referred to (Theile, 2001),
(Williams and Du, 2000), and (Wuttke, 2008). In this thesis only two-channel
stereophonic microphone setups are considered, but the outcome can easily
be extended to common surround microphone techniques by a pairwise in-
spection of their reproduction channels. This investigation will be limited to
three different setups: ORTF, AB and Blumlein stereo microphone setup (BL).
Figure 7.10 presents a view of the three setups. The principles of stereo record-
ing and reproduction are based on the creation of an inter-aural time differ-
ence (ITD) and/or an inter-aural level difference (ILD) for a listener positioned
in an equilateral triangle with the two loudspeakers. This is done by including
corresponding inter-channel differences in the signals of the speakers. The three
microphone setups are chosen because they create pure time differences (AB),
pure level differences (BL) and a combination of both (ORTF). To describe
the characteristics of these setups, the following measures are used:

• Directivity pattern of a single microphone

• Function of inter-channel time differences and angle of incidence

• Function of inter-channel level differences and angle of incidence

• Spatio-temporal correlation coefficient and coherence function as defined
in Section 2.7

The first three measures are important in relation to the reproduction of direct
sound and discrete reflections. The last one describes the characteristic of
diffuse sound reproduction.

Inter-channel time difference This measure can be described analytically
by simulating a single plane wave with a varying angle of incidence and plot-
ting the parameter of the microphone setup. In case of an ideal two channel
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Figure 7.11: (a) Inter-channel time difference for different distances d of a stereo
omni directional microphone setup. (b)Difference of the level for the
denoted microphone setups. (c) Analytical coherence function for differ-
ent stereo microphone setups. AB1 corresponds to an inter-microphone
distance of d = 0.5m and AB2 using d = 1m.
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microphone setup in a plane, the inter-channel time difference τ(d, ϕ) can be
calculated using

τ(d, ϕ) =
d cos(ϕ)

c
, (7.23)

where d denotes the distance between the two microphones, c the speed of
sound and ϕ the angle of incidence in the horizontal plane. An example for
different microphone distances can be found in Figure 7.11(a).

Inter-channel level difference The inter-channel level difference gILD(ϕ, ϑ)
depends on the directivity g〈·〉(ϕ, ϑ) of the two microphones. It can be calcu-
lated for the DOA with azimuth ϕ and elevation θ with

gILD(ϕ, ϑ) = g1(ϕ, ϑ) − g2(ϕ, ϑ). (7.24)

The ideal characteristics of ILD gILD(ϕ, 0) and ITD τ(d, ϕ) of the chosen setups
are given in figure 7.11(b).

Coherence measurements Another important property is the coherence
characteristic of a specific stereophonic microphone setup. The correlation
and coherence measurements are calculated based on the derivations in Ap-
pendix A.5, resulting in an analytical coherence function as given in Fig-
ure 7.11(c). In the practical realization of such setups, the characteristic is
limited by physical constraint. For comparison Figure 3.20 on page 73 presents
a polar plot of a real high quality microphone. It can be noticed that for higher
frequencies, the desired polar pattern is not obtained.

7.3.2 Principles of Virtual Microphones

As mentioned before, the concept of virtual microphones is used in this thesis
to generate a stereophonic reproduction based on array measurements. A vir-
tual microphone is the result of an acoustic field in a given point captured with
a given sensor including a specific directivity. Using a spherical array measure-
ment, the acoustic field can be reconstructed in the volume of the sphere up
to a given frequency. So the first step of generating a virtual microphone is an
extrapolation of the field inside the sphere given by the array. The required
principles have been studied in Chapter 5. Then a first-order directivity is ap-
plied to the extrapolated field components. This can be performed very simple
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in the plane wave domain by a direction-dependent weighting of the plane wave
components.

7.3.3 Reproduction Data for Virtual Room Microphones

Based on the high resolution data of spherical arrays, the reproduction data
for stereophonic reproduction are generated. The process can be defined in
general as presented in Figure 7.12. The reproduction data are then used
in the dynamic interaction process, which is described in the next section.
The impulse responses for the discrete reflections can be used directly in the
dynamic interaction process. The early and late part have to be reduced to a
single impulse response, corresponding to the desired microphone direction and
directivity. For this purpose the wave field extrapolation based on the plane
wave decomposition is used (see Section 5.2). First the field is extrapolated,
then the weighting function, corresponding to the desired directivity is applied.
The result is summed to achieve the impulse response of the virtual room
microphone. This process requires a tremendous processing power, especially
if the impulse responses are long and of an adequate spatial resolution to avoid
spatial aliasing. For this reason an alternative approach for the late part of
the RIR can be used. Based on the average of the measured late part, a single
impulse response is generated. If a second impulse response is required, as in
a stereo set-up, a diffuse part is generated based on the decorrelation with the
desired coherence function as described in Section 2.7.2.

7.3.4 Dynamic Interaction

Based on the reproduction data as described in the previous section, the dy-
namic interaction processing leads to the stereophonic auralization of the de-
sired room effect. A block diagram is presented in Figure 7.13. The input
signal is distributed into four signal paths corresponding to the direct sound,
discrete reflection, early part of the room impulse response, and late part of
the room impulse response. The signals for the late part and the early part
are convolved with two corresponding impulse responses stored in the repro-
duction data. These two signal paths are independent of the source parameter.
Depending on the source position, the gains and delays of the direct sound
and the discrete reflections are calculated. For the direct sound the required
gains and delays can be calculated by simulating the desired virtual micro-
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Figure 7.12: Adaptation of high resolution data to reproduction data for virtual
microphone reproduction.
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Figure 7.13: Block diagram of the processing required for the auralization and dy-
namic interaction for stereophonic reproduction.

phone setup. Such a virtual microphone-based panning tool was described by
(Braasch, 2005). The direction-dependent inter-channel difference can be cal-
culated using Eq. (7.23) and (7.23) on page 192. Depending on the distance
of the source to the virtual microphone setup, an additional delay and gain
reduction can be applied if a realistic behavior is desired. Often such param-
eters are separately controlled by the sound designer. The positions of the
discrete reflections for a new source position are calculated using the pseudo-
extrapolation model described in Section 6.4.4. A directivity of the source can
also be included by applying an additional filter to the direct sound and in-
cluding such a filter in the reflections. Alternatively, the equalizer (EQ) can be
used to approximate the frequency characteristic of the reflections and direct
sound (e.g., to simulate a distance-dependent air damping). From a real-time
processing point of view, the use of an EQ based on an IIR-filter is more ef-
fective and easier to control. The stereo output signal is obtained by summing
the different signal paths of the processing.
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7.4 Binaural Reproduction

Besides the reconstruction of wave fields or the reproduction of dedicated bin-
aural cues, the binaural reproduction using headphones leads to high quality
spatial audio reproduction for a single user. In case of binaural synthesis, vir-
tual sound sources are implemented with locations relative to the listener. This
can be achieved by convolving an anechoic signal with a pair of head-related
transfer function (HRTF) by reproducing the resulting signal using equalized
headphones. An HRTF is defined as the sound pressure at the eardrum or at
the ear channel entrance due to a sound source, divided by the sound pressure
in the middle of the head with the head absent (Vorländer, 2008). It has been
shown that the HRTFs are relatively independent of the source distance if this
is larger than 1m (Duda and Martens, 1998) but depend strongly on the di-
rection of the source. Some authors have tried to model the spatio-temporal
behavior of the ear using a beam-forming approach (Chen et al., 1992). In this
thesis the sound field is analyzed using a plane wave decomposition, and the di-
rectional components are weighted with the corresponding HRTFs. The basic
idea of using plane wave decomposition together with corresponding HRTFs is
described in (Duraiswami et al., 2005). Systems based on the use of a binaural
simulated loudspeaker setup have been proposed by Falch et al. (2003).

HRTF Processing

The generation of a high quality HRTF data-set is not a trivial task. In this
sub-section several issues related to HRTF processing and measurement are
discussed. The results are used for the processing of the HRTFs which were
used for the listening experiment (described in Chapter 8) and for adaptation
of a plane wave decomposition to binaural reproduction.

HRTF-preprocessing The measurement of head-related impulse response
(HRIR) is influenced by the non-ideal characteristics of the measurement en-
vironment and the transfer function of the loudspeaker and microphone used.
Such distortions can be reduced by appropriate corrections. An overview of
existing techniques can be found in (Larcher et al., 1998). In the current work
diffuse-field equalized impulse responses are used. The diffuse-field HRTFs
magnitude spectrum can be estimated by measurements in a reverberant cham-
ber, average frequency response measurements in a free field (anechoic room)
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or transient excitation in a diffuse field (typical room). Because only HRTFs
measured in an anechoic chamber are available, in this research the second
method is used. The pressure reaching the listener’s eardrum is given in the
frequency domain as P (ω) and the source signal as S(ω). If measured in a
diffuse sound field, P (ω) can be expressed as

P (ω) = S(ω) ·Hdiff (ω). (7.25)

The magnitude of the diffuse-field HRTF can be approximated with

Hdiff (ω) =
P (ω)

S(ω)
=

√∑
n

|Hn(ω)|2. (7.26)

The filter Hdiff (ω) is used to equalize the HRTFs measured in an anechoic
room. This method relies on a large number of measurements. These cannot
be reduced without limiting the robustness of the estimation (Larcher et al.,
1998). Furthermore, for the subsequent processing it is worthwhile to separate
the HRTFs into their components. A measured HRTF in the frequency domain
H(ω) can be decomposed into a minimum phase component Hmin(ω), an all-
pass component Hall(ω) and a linear phase component Hlin(ω):

H(ω) = Hmin(ω) ·Hall(ω) ·Hlin(ω) (7.27)

The minimal phase component has the smallest possible phase angle and a
magnitude exactly as the original transfer function. The linear phase com-
ponent has a unity magnitude and corresponds to a pure delay. The all-pass
component has a magnitude of unity and carries the remaining phase of the
original measurements (Minnaar et al., 1999). The minimum phase component
can be obtained from the original measurementH(ω) using the cepstral method
(Huopaniemi and III, 1999). Following (Oppenheim et al., 1999), a minimum-
phase reconstruction of any system function can be carried out based on the
property that the real and imaginary parts of H(ω) are related by the Hilbert
transform. A minimum-phase version |Hmin(ω)| of the magnitude response
|H(ω)| can be found by windowing the real cepstrum. The excess phase com-
ponent can be acquired using

Hex(ω) =
H(ω)

Hmin(ω)
= Hall(ω) ·Hlin(ω). (7.28)
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The excess phase component carries the inter-aural time difference (ITD). It
is desirable to extract the ITD from the excess phase component. Several
approaches have been described in the literature. (Jot et al., 1995) proposed
a method for determining the ITD by fitting a linear curve to the phase of
the excess-phase component between 1 kHz and 5 kHz. A similar method was
used by (Huopaniemi and III, 1999) in the frequency range of 500Hz to 2 kHz.
(Kistler and Wightman, 1992) calculate the ITD corresponding to the maxi-
mum in the cross-correlation function between measured HRTF pairs. Another
method described by (Sandvad and Hammershoi, 1994) is to search for the first
point in time the impulse response exceeds 5% of its maximum value for the
left and right HRTF and subtract the two values to obtain an estimated ITD.
Detailed description of the different methods is given in (Minnaar et al., 2000).

HRTF-interpolation In the field of binaural reproduction, the interpola-
tion of HRTFs has been extensively investigated. The reason is that the de-
sired resolution of HRTFs as required for interactive simulations is difficult to
achieve because such measurements are very time-consuming (e.g., for a resolu-
tion of 5◦ on a sphere, 2450 measurements are required). Minnaar et al. (2005)
investigated the required minimal directional resolution of HRTFs. Based on
a criterion derived from listening experiments, the number of 11975 measured
HRTFs for a resolution of two degrees was reduced to 1130. Publicly available
HRTF databases have amounts from 187 (Paris, 2008) to 1250 (Algazi et al.,
2001) directions. These do not correspond with the resolution required in the
current work. Furthermore, the distribution of measured direction is often
limited by practical constraints.

HRTF-measurements In this work the influence of different methods for
HRTF-processing had to be minimized. For this reason a high resolution HRTF
measurement on a dummy head was performed in the anechoic room at Fraun-
hofer IDMT, Ilmenau. The available dummy head was a Cortex MKI includ-
ing Microtech Gefell microphones. The measurement was performed using the
measurement system Monkey Forest including an automated positioning de-
vice for the dummy head. A Klein & Hummel O110 loudspeaker was used at a
distance of 4m. Figure 7.14 presents the measurement setup with (the back of)
the loudspeaker on the right and the dummy head on the positioning devices
on the left side. The measurement was performed at a 2 ° resolution for az-
imuth and elevation, resulting in 16200 positions. For the measurement signal
a logarithmic sweep of 1.36 s length was applied. In the post-processing the
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Figure 7.14: Setup used for the HRTF-measurements.

measured impulse responses were diffuse-field equalized and reduced to 1024
samples. The diffuse-field filter was estimated using the methods described
above using a minimum phase filter. This data is used in the subsequent pro-
cessing and the listening experiment in the following chapter.

7.4.1 Reproduction Data for Binaural Reproduction

Based on the high resolution data and an HRTF-set, the reproduction data for
binaural auralization could be generated. A block diagram of the generation
is given in Figure 7.15. The adaptation is given for each of the three parts
(discrete reflections, early room impulse response and late room impulse re-
sponse). For the discrete reflections no further processing is required at this
stage. The early part of the room impulse response plane wave decomposition
P (φ, θ, ω) is adapted to the required resolution M of the HRTF database using
an adequate windowing method. Afterwards each plane wave component is
convolved with the corresponding HRTF and summed for each ear:

P (ω) =
I∑

i=0

N∑
n=0

HHRTF (φi, θn, ω)ws(φi, θn, ω), (7.29)
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where ws(φi, θn, ω) denote the discrete direction weights, HHRTF (φi, θn, ω) the
HRTF for the direction and P (ω) the desired transfer function. This process
has to be performed for both ears and for all components of the high resolution
data. There are several variables in the process of generating reproduction
data. The resolution of the plane wave decomposition of the early part of the
room impulse response and the resolution of the late part have to be adapted
to the resolution of the HRTF database. For the early room impulse response
part, a high resolution is necessary because of the required accuracy of positions
of early reflections. The late part of the room impulse response can be adapted
to a lower resolution. Mommertz (1996) has shown that a minimal resolution
of 30 directions is required for the reproduction of the early part of the room
impulse response, while for the late part the resolution can be reduced to 6
directions. To find the optimum for the system described in this work, further
listening experiments are required to verify these results for the conditions
found here.
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Figure 7.15: Adaptation of high resolution data to reproduction data for binaural
reproduction.
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7.4.2 Dynamic Interaction

Based on the reproduction data, the dynamic interaction can be implemented.
Figure 7.16 presents the signal processing required for the dynamic interaction
process for binaural reproduction. The incoming audio signal is distributed
to four signal paths. The paths for the early and late part of the room im-
pulse response only have to be convolved with the HRIR generated during the
adaptation of the high resolution data to the reproduction data. To enable the
dynamic interaction, the direct signal and the discrete reflections have to be
convolved with HRIRs at this stage. The HRTFs are chosen from a database
according to the required direction for the reflections and the direct sound.
To simulate the distance, an appropriate delay and and air damping can be
included using the delay line and the equalizer (EQ). The positions of the dis-
crete reflections are calculated according to the pseudo-extrapolation derived
in Section 6.4.4. The result is summed into two output signals for the two ears.
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Figure 7.16: Block diagram of the processing required for the auralization and dy-
namic interaction for binaural audio systems.
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7.4.3 Binaural Reproduction Using Head-tracking

The dynamic interaction can also be used in a environment with an head-
tracked user. It has been shown that the externalization and perceived quality
of a binaural reproduction is significantly better using head tracking (e.g.,
(Begault et al., 2001) (Minnaar et al., 2001)). In this case a higher number
of binaural room impulse response sets is required for the late and early part
of the room impulse response. These can be generated easily by altering the
HRTF set used in the generation of the reproduction data, corresponding to the
desired viewing direction of the listener. During the auralization the dataset
used for the convolution is altered according to the tracked head orientation of
the listener. It is possible to be extended this to all different rotation axes of
the listener.

7.5 Summary

This section studied the adaptation and reproduction of spatial high resolu-
tion data, measured using a spherical array, to different reproduction systems.
For the WFS adaptation and reproduction, a user-optimized system was de-
veloped, successfully implemented, and verified. The system optimized the
reproduction of focused sources and diffuse fields for a single listener. A pro-
cessing scheme and a data adaptation scheme for high resolution room impulse
responses was developed. The second reproduction system examined was the
stereophonic reproduction. An adaptation scheme and a processing scheme for
high resolution data and the corresponding reproduction data was developed.
The third spatial reproduction system studied was the binaural reproduction.
The adaptation and reproduction of the measurements was examined as well.
A high resolution set of HRTFs were generated.
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Perceptual Evaluation

8.1 Introduction

The first part of this chapter (Section 8.2) focuses on the perception of early
reflection according to their relevance for the correct impression of source posi-
tion and source distance. Two pilot listening experiments have been conducted
to support the assumption that the modification of only a few discrete reflec-
tions is sufficient to simulate the main source parameter: position, directivity
and distance of a source. Pellegrini (2001) studied the use of a limited num-
ber of artificial reflections to stimulate the perception of distance and room
size. In the context of this thesis the source position and directivity were stud-
ied. The aim was to verify if the modification of a limited number of strong
first-order reflections is sufficient to generate a high quality auralization. In
the first experiment the source directivity was studied (Section 8.2.1); in the
second experiment the source position was studied (Section 8.2.4). Both exper-
iments use the same simulation environment as described in the next section.
The second part of the chapter discusses the perception of sound fields gener-
ated by adaptation of spherical array measurements to different reproduction
systems as examined in the previous chapter. Three different spatial sound
reproduction systems are studied in detail: wave field synthesis, stereophonic
reproduction and binaural reproduction. In Section 8.3 a prototype system of
a single-user optimized WFS system is evaluated. The reproduction quality
of single-user optimized focused sources and single-user optimized diffuse field
reproduction is studied. Section 8.4 analyzes stereo reproduction. A quality
grading experiment was made to compare simulated stereo microphone setups
with the virtual microphones (VM) generated for simulated spherical arrays
with and without measurement errors. In Section 8.5 the binaural adaptation
is studied. A spherical array measurement with and without measurement
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errors was simulated. Finally several methods to adapt the simulations to a
binaural reproduction were compared with an ideal binaural simulation in a
listening experiment.

8.2 Influence of Correct Reproduction of Early
Reflections

General consideration The two experiments conducted are both using a
binaural simulation environment. To minimize the influence of the Head-
Related Transfer Functions (HRTFs), individualized HRTFs are used. For
this purpose, a pre-test was performed to select the best fitting HRTF for each
subject. The HRTFs are taken form the CIPIC database (Algazi et al., 2001)
and were diffuse-field equalized. The subjects have the possibility to listen
to 45 different HRTFs convolved with a test signal. The test signal is 30Hz
amplitude modulated white noise. Three cycles of these bursts are convolved
with an HRIR corresponding to a horizontal direction before switching to the
next direction. A virtual sound source is moved two times around the listen-
ers head. Subjects are asked to choose the HRTF set with no elevation and
a smooth frequency response during the movement, as well as with the best
externalization especially for the frontal direction.

Room model To generate the examples for the listening test, a mirror image
source model (MISM) was used. The aim was not to generate a very realistic
environment, but to try to analyze the worst case. It is expected that in an
image source model without any diffraction and diffuse tail, the differences
between the different reflection patterns are most audible. In other words,
if in this situation a given order of correct reflections is sufficient than this
order may also be sufficient for real environments. The implementation is
analogous to the description by Allen and Berkley (1979) and Borish (1984).
To extend the image source model to directive sources, a first-order directivity
was implemented. The directivity can be described by:

g(ϕ, ϑ, β) = β + (1− β)cos(ϕ)cos(ϑ) (8.1)

with
β ∈ [0, 1]
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The g(ϕ, ϑ, β) is used to express the frequency-independent directivity depend-
ing on the azimuth angle ϕ and the elevation ϑ, using β to vary the directivity
between figure-of-eight (β = 0) and omni-directional characteristic (β = 1). As
an extension a first-order frontal characteristic was used. In this case g(ϕ, ϑ, β)
is set to zero for all π > ϕ > 2π. A binaural impulse response P (ω) from an
image source model is calculated for each ear using:

P (ω) =
N∑

n=1

HHRTF (ω,ϕn, ϑn)Href (ω,ϕn, ϑn)αair(ω, rn)g(ϕn, ϑn, β), (8.2)

whereN reflections at the positions (ϕn, ϑn, rn) are summed. With a frequency
responseHref(ω,ϕn, ϑn), an air damping factor αair(ω, rn) given by Eq. (A.25),
a direction factor g(ϕn, ϑn, β) and the HRTF corresponding to the direction
HHRTF (ω,ϕn, ϑn), the binaural impulse response P (ω) is calculated.

8.2.1 Perception of Source Direction

The orientation of a directional sound source in a anechoic environment or in
a system reproducing direct sound only is difficult to perceive for a listener.
If the listener can move, one can explore the different radiation of a source
depending on its listening position. In case of a static listener one will only
perceive a difference in the source timbre itself without affecting the impression
of different directivity or the orientation of a source. To make the directivity of
a source perceivable even for a static listener in a reproduction system, room
simulation is required. In the experiment the importance of correct auralization
of reflections generated by the mirror image source model (MISM) described
above is investigated.

8.2.2 Listening Experiment

For the listening experiment all items are generated with specific selected
HRTFs for each subject as described above. During a training phase, listeners
have the possibility to listen to a sound source with different orientations using
the same directivity as in the later test. The source is rotated in azimuth with
steps of 45 degrees during this training phase. The hypothesis of this listening
experiment was:

To achieve a good quality in perception of source directivity and orientation, it
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Figure 8.1: Simulated room with reflection coefficients for each wall. The source is
marked with a o, the receiver is marked with a x. All dimensions are
given in m.

is sufficient to generate only the first-order reflections in a correct way. Re-
flections of higher order can be calculated assuming an omnidirectional source.

To proof this hypothesis, a MUSHRA quality grading experiment was per-
formed. The environment for the test was a studio room. The signal chain
with a PC includes a high-quality audio interface and STAX Lambda Pro elec-
trostatic headphones. The MISM as described in the previous section was
used to generate the binaural impulse response of a rectangular room, which
is shown in Figure 8.1. The reflection coefficients are frequency-independent
and presented at the corresponding wall in the figure. Two different source
signals with different directivities are used while the room conditions are kept
constant. As a source signal, one sentence of male speech is used (speech). As a
second source signal, a mixed sequence of drums and an accompanying electric
bass is used (drums). For each signal four source orientations (A, B, C, D) are
tested (0◦, 90◦, 135◦, 292◦). 90◦ corresponds to the direction of the right wall
from the listener’s point of view. Beside these orientations, an anchor with
the same source directivity pointing in the opposite direction with respect to
the reference was always included. For the speech signal a first order frontal
directivity was used. For the drums signal the simulation was divided into two
frequency ranges. Up to 400Hz an omnidirectional directivity is calculated and
above 400Hz the same first-order frontal directivity as for the speech sample
was applied. For each of the four directions, five different items are rated (hid-
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Direct 1st Order 2nd Order 3rd Order

Reference + + + +
Item 1 + + + o
Item 2 + + o o
Item 3 + o o o

Table 8.1: Overview of reflection rendering. + = Reflections rendered correct, o =
Reflection rendered based on omnidirectional source.

den reference, anchor, item 1, item 2 and item 3). Each item was only correctly
simulated up to a specific order of reflections. Table 8.1 presents an overview.
The energy for the reflections is kept constant for the directional source and the
omni-directional simulation. The task for the subject was to grade the quality
of different items of one source direction on a five point scale. The grading was
performed in direct comparison to an open reference. The subjects are free
to listen to all other examples, which are presented simultaneously without a
time limit. Each grading was performed twice by each subject, while the order
of the items per signal was randomized.

8.2.3 Results

The subjects were trained listeners, but unexperienced with binaural simula-
tions. For this reason the first gradings of the subjects are omitted. The results
for the different signals are analyzed separately. Eight subjects, two female and
six male in the age of 23 to 32, participated in this listening experiment. Nor-
mal hearing was reported by all subjects.

Speech example Figure 8.2(a) shows the results for the speech example. In
the overall rating significant results are obtained by the hidden reference, item
3 and the anchor. Item 2 and item 3 show significant difference in comparison
to the hidden reference, but are both in the excellent range. The difference
in the rating between item 1 and item 2 is not significant. From this experi-
ment it can be concluded that for the correct perception of source orientation
under the given conditions, it is sufficient to model only the first-order reflec-
tions correctly and render all higher-order reflections under the assumption of
a omni-directional source. Comparing the different source orientations, it is
obvious that subjects could not distinguish the difference between the exam-
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ples for orientation A. Only if the source is rotated, a difference is perceived
and a grading becomes possible.

Drums example Figure 8.2(b) shows the results for the drums example.
The overall tendency of the results is similar to the speech signal. Remarkable
are the results for direction A and B. In this case there is a tendency to grade
item 1 and item 2 differently. This is due to the fact that the drums example
contains more transients, which makes it possible to identify flutter echoes
easily in the room, especially for the given simple image source model. If
second- and higher-order reflections are not modeled properly, these flutter
echoes are not generated and a clear difference compared to the reference can
be perceived.

Conclusions For each signal the difference in the grading between different
items depends on the source orientation. The anchor is nearly always identified
as well as the hidden reference. To get an excellent or good grading for the
source directivity, the correct simulation of the first-order and second-order
reflections is sufficient. This holds for a speech signal and a broadband direc-
tivity simulation as well as for a drums example with a directivity simulation
above 400Hz. Correct simulation of only the direct sound results in a bad
grading of the examples. It can be concluded that for the simulation of source
directivity, the first-order and second-order reflections are most important.

8.2.4 Perception of Source Position

In this experiment the influence of the correct calculation of early reflections
according to different source positions is investigated. In the previous exper-
iment it was shown that only this first-order reflections have to be simulated
according to the source orientation to get a good result in a quality grading.
The grading was performed between the original sound field and a sound field in
which only first-order reflections were rendered according to the source orienta-
tion and directivity. All higher-order reflections are rendered under assumption
of an omnidirectional source. Another important factor, which influences the
first-order reflections, is the position of the source. Helleman (Helleman, 2003)
has performed experiments on the sensitivity of the human auditory system to
spatial variations in single early reflections. She draws the conclusion that a
source can be moved in a certain area without adapting the positions of the
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Figure 8.2: Average results and 95% confidence intervals for the source orientation
experiment.
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early reflections. The area is defined by the threshold for spatial variations in
the reflections. To take these investigations one step closer to a real situation,
a listening experiment was designed. In this experiment the importance of
correct auralization of different orders of reflection generated by a MISM is
investigated for different source positions.

Listening experiment To generate the examples for the listening test, the
same mirror image source model as in the previous experiment was used. Only
omni-directional sources were simulated. To minimize the influence of the
HRTF, individual selected HRTFs were used. The procedure was the same as
in the first experiment. In fact, most of the subjects of the first experiment
also performed this experiment. Before the subject started the grading ex-
periment, a training was performed. During the training phase, listeners had
the possibility to listen to different source positions of the later test. For each
signal two variances were presented. The first example was calculated like the
reference in the later test, while the second example was calculated like item 3
of the main test. The hypothesis of this listening test was:

To achieve a good quality in perception of source position in terms of room
impression, it is sufficient to generate only the first-order reflections in a correct
way. Reflections of higher order can be generated under the assumption of a
static omni-directional source position in the center of the moving area.

To proof this hypothesis, a MUSHRA (ITU, 2003) quality grading experiment
was performed. The test was carried out in a studio environment using a
signal chain with a PC equipped with a high-quality audio interface and STAX
Lambda pro headphones. The MISM was used to generate a binaural impulse
response of a rectangular room, which is shown in Figure 8.3. Two different
dry source signals were tested. The first source signal was one sentence of male
speech (speech), and the second source was a short sequence of a drums with
accompanying bass (drums). For each signal four positions (B, C, D, E) were
tested. Position A is the initial position of the source (see Table 8.2). Beside
this position an anchor with a different room size was also included. For each of
the four positions five different items are rated (hidden reference, anchor, item
1, item 2 and item 3). Each item was simulated correctly up to a given order of
reflections as given in Table 8.3. Each grading was done once by each subject,
while the order of the items per signal was randomized. Two female and six
male subjects in the age of 23 to 32, participated in this listening experiment.
Normal hearing was reported by all subjects.
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Figure 8.3: Rooms with reflections coefficients, source positions (A to E) according
to Table 8.2, receiver position (R) and first order reflections used for the
listening experiment. The ceiling had a reflection coefficient of 0.5 and
the floor of 0. Only first order reflections for side walls and back wall are
shown.

Position ϕ ϑ r

A 18.43◦ 0◦ 6.32m
B 4.76◦ 0◦ 6.00m
C −28.07◦ 0◦ 6.80m
D 26.56◦ 0◦ 4.47m
E 10.3◦ 0◦ 11.18m

Table 8.2: Positions of the sources (A to E) with respect to the receiver position.

Direct 1st Order 2nd Order 3rd Order and higher

Reference + + + +
Item 1 + + + o
Item 2 + + o o
Item 3 + o o o

Table 8.3: Overview of reflection rendering. + = Reflections rendered correct, o =
Reflection rendered based on position A
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Results and conclusions Figure 8.4(a) and 8.4(b) present the results for
the speech and drums example, respectively. In the overall rating the grading
depends significantly on the order of reflections which were calculated correctly.
While item 1 is in the excellent range and item 2 is still scored as good, item 3 is
in the poor range. Considering the different source positions, item 3 is graded
poor to fair for all position except D. The reason is the constant direction in
this case compared to the reference. Only the distance is changed. The results
suggest that the difference in distance of 5m was not perceived by the subjects.
Item 1 and item 2 are always in the excellent to good range. Similar to the first
experiment, this experiment supports the proposition that a reproduction of
first- and second-order reflections in auralization is sufficient for a high quality
auralization. The results of this experiment are reflected in common practice
in several auralization and simulation tools (Vorländer, 2008).

8.3 Verification of Single-user WFS Optimization

In order to verify the optimization derived in section 7.2.2, two pilot listening
experiments were conducted. The experiments took place in an acoustically
treated studio at Fraunhofer IDMT. The room is equipped with a 104 channel
WFS reproduction system. For the tracking of the user, an infrared tracking
system with six cameras was installed, with a measurement accuracy in the
order of millimeters.

8.3.1 Optimization for Focused Sources

The first experiment was conducted to verify the optimized loudspeaker se-
lection for focused sources. A focused source is rendered in position (x, z) =
(0, 0.8). The source position was indicated with a circle on the floor of the
listening area. The circle was marked in ten degree steps. The subjects were
positioned at zero degrees at the beginning of the experiment. The task of the
subjects was to walk along the circle until they could no longer perceive the
source as a focused source. The subjects had to perform the task twice, the
optimization was turned on and off in random order. Eleven WFS-experienced
subjects participated in this experiment. The sound material was a 90 second
piece of pop music. Figure 8.5 shows the result of the experiment. In the case
of an untracked user (Figure 8.5(a)), the area in which the source is perceived
correctly (gray) is significantly smaller than the theoretically determined area
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Figure 8.4: Average results and 95% confidence intervals for the source position ex-
periment.
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Figure 8.5: Results for the focused source listening experiment. (a) Black: Theo-
retical reconstruction area of a focused source, Gray: Mean value of the
subjective evaluation without optimization. (b) Gray: Mean value of the
subjective evaluation with optimization (Sladeczek, 2008).

(black). In case of the optimized sound field (Figure 8.5(b)), the focused source
can be perceived from any angle around the source. Due to the fact that the
speaker system is visible during the test, some subjects indicated that the per-
ception of the source was easier if they closed their eyes and moved their head
closer to the source position.

8.3.2 Diffuse Field Reproduction

In the second listening experiment the enhancement of diffuse field reproduc-
tion due to optimization of the level and delay for a limited number of plane
waves was verified. The task for the subjects was to indicate on a five point
scale whether they were able to perceive a dominant direction in the sound
field or not. In the case of a perception of a dominant direction, the direction
was indicated by the subjects. The sound field consisted of eight plane waves
as indicated in Figure 8.6. The signals used were eight uncorrelated pink noise
signals played back simultaneously. First the subjects were trained. Positioned
at position C, the subjects had to listen to a diffuse reference in comparison
to a stimulus with 5 dB attenuation for a plane wave of one direction. The
training was performed until the subjects gave reliable results when indicat-
ing the direction of the attenuation. During the experiment each subject was
at positions A, B, C and D. Each position was tested twice, once with the
optimization active and once without optimization. The sequence of positions
and stimuli were randomized. Eleven WFS-experienced subjects participated
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Figure 8.6: Geometry of the diffuse field experiment. The four listener positions are
marked A, B, C and D. The directions of incidence for the eight plane
waves are indicated as well as the used loudspeaker set-up (Sladeczek,
2008).
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Figure 8.7: Mean values and standard deviation of the diffuse field grading experi-
ment for position A to D as indicated in Figure 8.6.

in the experiment. Figure 8.7 and 8.8 show the results of the experiment. The
optimization leads to an improvement of the perceived diffuseness of the sound
field (Figure 8.7). This holds for positions A, B and D. In position C no opti-
mization is achieved. C is the original reference position of the WFS system,
so this result was expected. The amount of directional impression is correlated
to the position (Figure 8.8). As expected, a position with a longer distance to
the reference point leads to a bias of the sound field in the corresponding di-
rection. The remaining bias may be caused by the fact that a different number
of secondary sources is active for different virtual source positions. This can
result in a perceived level difference.

8.4 Perception of Virtual Microphones

This section presents the results of perceptual experiments using simulated vir-
tual microphones based on spherical array apertures. The aim of the listening
experiments is to compare the results of the WFE based on spherical sensor
aperture measurements in different setups with an ideal impulse response, sim-
ulated using the desired virtual stereo microphone setup. The investigation is
separated into two experiments. While the first is dedicated to the direct sound
and early reflections, the second experiment concentrated on the diffuse sound
field. To achieve controlled conditions, both experiments used simulated data.
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Figure 8.8: Histogram of the indicated directions during the diffuse grading exper-
iment. The positions of the subjects correspond to positions as shown
in Figure 8.6 (n - no direction; f - front; r - right; l - left; b - back)
(Sladeczek, 2008).

8.4.1 Listening Experiment with Mirror Image Source Model

Experiment Design

For the purpose of this listening experiment, a mirror image source simulation
was calculated. The layout of the room is given in Figure 8.9(a). The reflection
coefficients of the walls are frequency-independent, resulting in an overall re-
verberation time of 0.5 s. The model does not include any diffuse energy. Only
distance-dependent attenuation and air damping were simulated for each re-
flection. Based on this simulation, three different virtual microphone setup, as
given in Figure 8.9(b), were calculated (coincident figure-of-eight BL, ORTF,
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Figure 8.9: Plot (a) shows the geometry of the room used for the MISM simulation
with reflection coefficients for each wall, the source position (◦), and
the receiver position (×). Plot (b) shows the geometrical layout of the
simulated virtual microphone setups.

and AB with 50 cm distance). The resulting impulse responses were convolved
with dry audio files consisting of pink noise bursts (i.e., 50ms burst followed
by a 2 s pause), pink noise, male speech, and music (drums and bass guitar).
In addition to ideal simulation of the three stereophonic setup, six different
spherical arrays, as given in Table 8.4, were simulated. From the output of
these arrays, the three stereophonic setups are computed using the spherical
harmonic extrapolation method described in Section 5.3. For the dual radius
arrays 2 and 6, the transition frequency fc was chosen such that it corresponds
with the aliasing frequency of the large radius r2. This means that from a
physical point of view, both arrays are designed with optimal parameters (i. e.,
parameters which ensure low aliasing). This is in contrast to the dual radius
arrays 4 and 5, for which the transition frequency was set above the aliasing
frequency. To avoid artifacts and ensure the highest possible resolution a ra-
dius switching was applied utilizing a notch filter with a width of 60Hz at the
transition frequency for arrays 4 and 6. In the listening experiment, a hid-
den reference and an anchor consisting of the dry audio signal were included.
The test was performed using electrostatic headphones and high quality A /D
converters. Before the three test sessions, the subjects had the opportunity
to listen to the test items in order to familiarize themselves with the audio
material and the expected artifacts. 15 subjects participated in the listening
experiment (Two female and 13 male with an age between 23 and 35).
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Array r1 r2 fc Position error Noise Filter

1 0.28m - - none none none
2 0.28m 1m 2.1 kHz none none none
3 0.28m - - 1◦/4◦ -80 dB none
4 0.28m 1m 3.15 kHz 1◦/4◦ -80 dB 3.15 kHz
5 0.28m 1m 3.15 kHz none none none
6 0.28m 1m 2.1 kHz 1◦/4◦ -80 dB 2.1 kHz

Table 8.4: Open sphere array configurations used for the listening experiment. Ar-
rays 4 and 6 utilize a 60Hz wide notch filter to suppress the sinusoid at the
transition frequency of the two radii. A realistic directivity was included
in configurations 3, 4, and 6. For all configurations QLeb was set to 2030
and fmax = 20kHz.

Experimental Results

Figure 8.10 presents the results for the spaced omni-directional configuration
(AB). In the overall rating (all items), the dual radius ideal setups(2, 5) are
scored significantly better than the single radius ideal setup(1). This implies
that in the latter setup, artifacts due to the small area of accurate extrapolation
(AAE) and the large extrapolation range become audible. The single radius
real setup(3) scored significantly worse than the dual radius real setups(4, 6)

and dual radius ideal setup(2), for the same reason. The dual radius ideal
setup(2, 5) scored significantly better than the dual radius real setups(4, 6), as
was expected. In case of the noise bursts, the single radius setups(1, 3) scored
significantly worse than the dual radius setups(2, 4, 5, 6). For the drums and
noise examples, the ideal setups(1, 2, 5) are graded significantly better than real
setups(3, 4, 6). For the speech example, the dual radius ideal setups(2, 4) are
graded better than the dual radius real setups(4, 6), which are even better than
the single radius setups(1, 3). The observed effects can be explained by the
large extrapolation range of the virtual stereo microphone setup which is close
to the radius of the small single radius setup. Figure 8.11 presents the results
for the coincident figure-of-eight configuration. No significant differences can
be found between the different setups in the overall rating. The reason is that
all VMs are located inside the AAE, even when using the small single radius
setup. Nonetheless, for the noise bursts the real setup tend to be score higher
than the ideal setup. An explanation is that the spatial aliasing error is highly
concentrated in specific areas when simulating ideal sensor arrays. These errors
can be perceived very clearly. In the real setup, the aliasing error is spread over
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Figure 8.10: Average results and 95% confidence intervals of the mirror image source
listening test for the AB set-up.
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Figure 8.11: Average results and 95% confidence intervals of the mirror image source
listening test for the coincident figure-of-eight setup (BL).

a wider spatial area and is thus less audible. Figure 8.12 presents the results
for the ORTF configuration. In the overall rating both dual radius real setup
tended to be rated better than all single radius setups and the dual radius ideal
setup. This is a consequence of the strong artifacts when the extrapolation is
close to the edge of the small radius. The tendency to grade the real setups
better than the ideal setup for the noise bursts and drums is due to spatial
aliasing, as described for the results of the BL setup.

8.4.2 Listening Experiment Diffuse Field

Experiment Design

For the purpose of this listening experiment, a diffuse field simulation was
calculated without any reflections and direct sound. The aim of the experi-
ment was to compare the virtual microphones, which were generated based on
spherical array measurements, with ideal microphone setups calculated based
on the same diffuse field. Furthermore, a different approach to calculate the
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Figure 8.12: Average results and 95% confidence intervals of the mirror image source
listening test for ORTF setup.
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required impulse responses is included. This approach used the decorrelation
techniques described in Section 2.7.2. The stereo configurations used are given
in Figure 8.9(b). The diffuse sound field was simulated by calculating a plane
wave sound field with 1202 directions using a Lebedev grid. For each plane
wave a decorrelated white noise signal was generated. This was temporally
shaped using an envelope. The parameters used for the envelope are a pre-
delay of 5ms, an attack time of 30ms, a sustain time of 15ms and a release
time of 500ms. An air-damping filter was applied using a STFT time vari-
ant filter based on the mean distance. In addition, an ideal simulation of the
three stereophonic setups, six different spherical arrays, as given in Table 8.4,
were simulated. From the output of these arrays, the three stereophonic setup
are computed using the spherical harmonic extrapolation method described in
Section 5.3. Furthermore, a simulation of the desired coherence function was
included in the experiment. For this purpose the impulse response of the left
reference was used. Based on this, a second impulse response was derived using
the method described in Section 6.3.2. The coherence function required was
calculated using Eq. (A.43). In the listening experiment, a hidden reference
and an anchor consisting of a mono version of the reference audio signal were
included. The test was performed using electrostatic headphones and high-
quality A/D converters. Before the three test sessions, the subjects had the
opportunity to listen to the test items in order to familiarize themselves with
the audio material and the expected artifacts. 15 subjects in the age range of
22 to 43 years participated in this listening experiment. No hearing problems
were reported by the three female and 12 male subjects.

Experimental Results

For the AB set-up the results are shown in Figure 8.13. It can be seen that,
in the overall rating, the dual radius setups without error (2, 5) were graded
significantly better than the single radius setup without error (1). The simula-
tion scored in the upper range between the dual radius and the single radius.
The dual radius setup including errors (6) was graded slightly better than the
single radius including errors (3). In view of the results for the different audio
signals, it was found that when using the speech signal, nearly all arrays yield
excellent results, only the simulation was slightly worse. The reason is that the
spectral content of the speech signal excludes the critical frequency range of
the arrays. In case of the noise stimulus the ratings tend to be worse because
spectral differences were perceived more easily by all of the subjects. The sin-
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Figure 8.13: Average results and 95% confidence intervals of the diffuse field listening
experiment for AB set-up.

gle radius error free array (1) was graded much better for this signal than in the
overall results. For the noise bursts the single radius setups(1, 3) were graded
significantly worse than all other setups(2, 4, 5, 6). In this setup the extrapolation
error of the single array radius design is much stronger than in case the of the
dual radius and the simulation configuration. Furthermore, the extrapolation
error can be perceived much better in transient signals than in static noise.
In the case of the noise burst, the dual radius setup as well as the simulation
performed much better than the single radius setup. The results for the ORTF
setup are presented in Figure 8.14. In the overall results the different setups
are very comparable. The simulation is in the same range as the optimal dual
radius setup(6). In comparison to the AB setup, the single radius setups(1, 3)

performed much better. The reason is the smaller extrapolation range in this
configuration. In the BL setup the difference between arrays including errors
(3, 4, 6) and setups without (1, 2, 5) can be distinguished. The simulation is in the
same range as the error-free setups. In comparison to the mirror image source
test, the results are not that clear because the smoothing of the aliasing error
due to the measurement errors cannot be perceived clearly in a sound field that
is only diffuse. One can conclude again that the audio signal has very strong

224



8.4 Perception of Virtual Microphones

tsrub smurd esion hceeps meti lla

0

02

04

06

08

001

dab

roop

riaf

doog

tnellecxe

4 yarra3 yarra2 yarra1 yarrarohcnaecnerefer_neddih 6 yarra5 yarra simulation

Figure 8.14: Average results and 95% confidence intervals of the diffuse field listening
experiment for the ORTF setup.
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Figure 8.15: Average results and 95% confidence intervals of the diffuse field listening
experiment for the coincident figure-of-eight setup (BL).
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influence on the perception of different artifacts of the array processing. In the
case of diffuse sound fields for virtual microphone setups, the simulation of the
coherence function yields results comparable to those of the array processing.
This is important because the computational effort is very high for complete
array processing with impulse responses. A possible solution is to use the
complete array processing only for the early part of the impulse response and
calculate the late part using the simulation method. In summary it was shown
that the dual radius spherical array including realistic measurement errors can
generate an auralization quality close to the ideal simulation and the error-free
case.

8.5 Perception of Binaural Reproduction

To study the adaptation of spherical array room impulse response measure-
ments to binaural reproduction, a listening test was performed. The influence
of different array designs and measurement errors was investigated. Seven
array setups were studied as defined in Table 8.5.

Array r1 r2 fc Position error Noise Processing

1 0.28m - - none none none
2 0.28m - - 1◦/4◦ -80 dB none
3 0.28m 1m 2.1 kHz none none Switch
4 0.28m 1m 2.1 kHz 1◦/4◦ -80 dB Switch/Notch
5 0.28m 1m 2.1 kHz none none Fade/Adapt
6 0.28m 1m 2.1 kHz 1◦/4◦ -80 dB Fade/Adapt
7 0.28m 1m 2.1 kHz 1◦/4◦ -80 dB Switch

Table 8.5: Open sphere array configurations used for the binaural listening experi-
ment. Array 4 utilizes a 60Hz wide notch filter to suppress the sinusoid
at the transition frequency of the two radii. Array 5 and 6 uses a fading of
the coefficients and an adaptation of the resolution at the transition fre-
quency. A realistic directivity was included in configurations 2, 4, 6, and 7.
The position error was normally distributed and is given in azimuth and
elevation. Furthermore, a 3◦ offset error was included in the co-elevation.
For all configurations QLeb was set to 2030 and fmax = 20kHz.
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8.5.1 General Design of the Listening Experiments

In all parts of the listening experiments, the array configurations given in
Table 8.5 were used. In each case the anchor was a single channel signal
generated as a sum of the two channels of the reference signal, for which a
diotic1 reproduction was used. The experiment was a grading experiment
according to (ITU, 2003). Four audio signals were used: speech, drums and
bass, pink noise, and 50ms pink noise bursts. They were chosen because the
different effects or artifacts of the array processing needed to be analyzed. The
pink noise signal is optimal to grade the difference in coloration. The bursts are
optimal to identify short spectral effects such as ringing at specific frequencies.
The speech and the drums and bass examples were chosen as real-life signals,
they have strong transients and all listeners are very familiar with speech.

8.5.2 Listening Experiment Mirror Image Source Model

Experiment Design

In the first experiment the array configuration was used in a simulation based
on the same MISM as was used and illustrated in Section 8.4.1 (see Fig-
ure 8.9(a)). The reference was generated by convolving all discrete reflections
with the HRIRs from the high resolution measurement corresponding to their
angle of incidence. The reflection positions were rounded to the nearest position
in a Chebeyshev grid with a two degree resolution in azimuth and elevation.
24 experienced subjects participated in the listening experiment. The results
of three subjects were omitted because their grading of the anchor was better
than poor in all examples.

Experimental Results

The results of the experiment are depicted in Figure 8.16. In the overall results
it can be noticed that the single radius setups(1, 2) were graded significantly
worse than the dual radius setups(3, 4, 5, 6). The only exception is the array (7)

1The following three categories of signal presentation using headphones are often distin-
guished: Monotic presentation, in which a signal is present in only one headphone, diotic
presentation, in which the same signal is present in both headphones, and dichotic pre-
sentation, in which different signals are present in each headphones (Blauert, 1997).
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Figure 8.16: Average results and 95% confidence intervals for the binaural mirror
image source model simulation experiment.

because of its ringing at the transition frequency, which was clearly audible in
the case of drums, pink noise, and especially for the pink noise bursts. For
the drums example nearly no difference between the different array designs is
noticeable. For the pink noise signal the coloration due to aliasing becomes
clearly audible and leads to a significant difference to the reference grading
for all arrays. In case of the pink noise burst, only the arrays without ringing
artifacts(4, 5, 6) were graded from excellent to good. In summary, it can be stated
that the dual radius configuration clearly outperforms the single radius design
used, but care must be taken for the adaptation at the transition frequency to
avoid artifacts. It is interesting that the adaptation and fading used in arrays
(5, 6) is not significantly better than the notch filter used in array (4).
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8.5.3 Listening Experiment Diffuse-field Simulation

Experiment Design

In the second part of the listening experiment a diffuse-field simulation was
used. The simulation was the same as was used for the experiment in Sec-
tion 8.4.1. The reference was generated by convolving all of the plane waves
of the diffuse field simulation with an appropriate HRIR. The anchor again
was a diotic presentation of a sum of the two reference channels. 24 subjects
participated in the experiment, and again three subjects were omitted because
they did not identify the anchor.

Experimental Results

The results of the diffuse field experiment can be found in Figure 8.17. The
results are nearly identical to the results of the mirror image source model
experiment. Again the dual-radius designs without ringing artifact (3, 4, 5, 6) lead
to significantly better results than the single radius setups(1, 2). The gradings
for the different audio examples are similar. It is interesting to notice that for
the noise example, there is a tendency to grade the ideal setups(1, 3,,5) better
than the non-ideal setups including measurement errors(2, 4, 6, 7).

8.5.4 Listening Experiment Using a Plane Wave Simulation

The fact that the notch filter approach used in array design (4) leads to nearly
identical results as the adaptation-and-fade approach used in array designs(5, 6)

was surprising. In an informal pre-test the adaptation approach led to sub-
jectively better results. One assumption was that the complex diffuse field,
as well as the room impulse response, masked some artifacts, which still exist
when using the notch filter in design(4). For this reason a third experiment
was performed. Here, one single plane wave was simulated. As a reference, the
audio signal was only convolved with the HRIR of the DOA of the plane wave.
The anchor was again a diotic presentation of the sum of the two channels of
the reference signal. The same subjects as in the previous experiment partici-
pated. Four subjects were omitted in the results because they did not identify
the anchor.
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Figure 8.17: Average results and 95% confidence intervals for the binaural diffuse
field simulation experiment.
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Figure 8.18: Average results and 95% confidence intervals for the binaural plane
wave simulation experiment.

Experimental Results

The results (see Figure 8.18) now show a difference in the grading for array (4).
While the results for the different arrays and audio examples are comparable to
the previous experiments, the notch filter design was graded significantly worse.
The reason is that although the filter suppresses the sinusoid component, in
transient signals a short ringing can be noticed. This also holds for the speech
and for the pink noise burst signals. The drums example is also very transient,
but the effect is masked due to the continuous signal. The same was true for
the noise signal.
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8.6 Summary

The results of several perceptual evaluations were presented in this chapter. It
was shown that for the binaural simulation of a mirror image source model, the
modeling of first- and second-order reflection is sufficient to simulate the source
position and direction in case of a directive source with high quality grading
compared to an open reference. To generalize the result, a comprehensive study
is required, which is beyond the scope of this thesis. Nevertheless, the results
are conform the literature, stating that a low number of first- or second-order
reflections are sufficient so simulate the key parameter (position and direction)
of source inside a room. For WFS adaptation and reproduction, a single-user
optimized WFS system was perceptually evaluated. The system optimized the
reproduction of focused sources and diffuse fields for a single listener. It was
shown that it is possible to extend the area of correct reproduction for a fo-
cused source to 360 degrees for a single tracked listener. Furthermore, it was
shown that a single-user optimized WFS system can enhance the quality of a
diffuse field reproduction significantly using a level and delay optimization for
a limited number of plane waves. For stereophonic reproduction, the reproduc-
tion quality of diffuse field and mirror image source simulations was studied
using a quality grading experiment. In this experiment an ideal stereophonic
simulation using different microphone setups was compared to virtual micro-
phone signals generated out of a simulated spherical array measurement. It
was shown that the dual radius spherical array including realistic measurement
errors can generate a hihg-quality auralization close to the ideal simulation and
the error-free case. In case of binaural reproduction, different spherical array
designs were compared in terms of auralization quality using binaural repro-
duction in a listening experiment. It was shown that the dual radius design
has advantages in terms of quality in comparison to the single radius design.
In the design process, care has to be taken in the correct adaptation of the dif-
ferent frequency ranges for the different subarrays. It was shown that in case
of binaural reproduction the spatial resolution adaptation leads to the best re-
sults. All listening experiments in this section were performed with simulated
data. This was to make sure that all the setups vary only in the parameter
under investigation. To generalize the results, these experiments should be
performed with different simulations while altering the acoustic properties of
the simulated environments.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

A novel processing chain for spatial sound design based on measured room
impulse responses has been developed. The system is based on spherical ar-
ray measurements of room impulse responses. New interaction methods for
sound designers have been developed based on such measurements. The inter-
action principles developed are independent of specific reproduction systems
and based on direct interaction with visualizations of spatial impulse responses.
Following this processing chain, each building block has been analyzed in detail.

The properties of cardioid open sphere virtual microphone arrays were inves-
tigated in terms of error robustness and spatial sampling. The capabilities of
extrapolation and plane wave decomposition of such systems were analyzed.
The combination of simultaneous measurements on different radii to extend
the usable frequency range was investigated and implemented. The extrac-
tion of single events (e.g., reflections) from spherical array measurements was
studied by measurements in an anechoic room equipped with a single reflect-
ing surface. It was shown that with adequate spatio-temporal filtering, the
frequency response can be extracted. The required analysis of measured room
impulse responses has been described, and a storage format for the analyzed
spatial impulse response has been developed and used in the realized processing
framework.

Based on the analyzed impulse responses, a taxonomy of impulse response
visualization was given. Suitable interaction techniques for the direct inter-
action with visualized direction-dependent impulse responses were developed.
The interaction process was classified in static and dynamic interactions. For
the static interaction, which is based on modifications independent of source

235



Chapter 9 Conclusions and Future Work

parameter, new methods like inverse energy decay curve editing and the con-
cept of shaping surfaces were developed and applied. Time-variant filtering
based on the short-time Fourier transform and the spatial envelope are new
principles studied in this context. The dynamic interaction was analyzed, and
methods for an efficient design of spatial acoustic scenes were developed. The
interaction techniques that are proposed have been realized within a graphi-
cal user interface for desktop use. An extension of a new user interface has
been described and prototypes have been realized using an augmented reality
framework and state-of-the-art user interface hardware.

The dynamic interaction was studied for wave field synthesis, stereophonic
reproduction, and binaural reproduction. Methods for the auralization and
adaptation of measured and modified high resolution data to these three re-
production system were developed. The effects of measurement errors on the
reproduction quality was investigated using listening experiments employing
simulated measurements based on mirror image source models and diffuse-
field simulations. The advantages of dual radius cardioid spherical microphone
arrays and the developed adaptation methods for stereo, binaural, and WFS
reproduction have been demonstrated.

9.2 Future Work

This research provides a starting point for a large variety of future research.
The measurement time of the system is very high for the required broadband
auralization application. For this reason an investigation of non-uniform res-
olution could be a possible way to optimize the measurement time and effort.
A general issue arose during the work: if a design criterion based on psychoa-
coustic principles can be found, a psycho-acoustic model can be developed to
predict the expected deterioration of the array performance due to measure-
ment errors. This would be an important step for the future development of
array processing and spatial audio reproduction systems.

In the field of interaction, the complete implementation of the proposed new
user interface techniques in standard production environments is desirable.
User studies have to be performed to develop the proposals in detail. To
realize fully the proposed concept, a tracking system is required, which has
been up to now very expensive. Future developments in this field can lead to
an efficient realization of the proposed system.
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9.3 Applications of Results

The methods proposed and developed in this thesis are based on the measure-
ment of impulse responses. Due to a priori knowledge it is possible to analyze
and extract several properties of such measurements and allow the interaction
modification by a sound designer. The next step is the application of the pro-
posed method to array recordings of complete performances. To make this
possible, a multi-channel array recording and analysis technique has to be de-
veloped. The author believes that a tempo-spatial editing of recorded events,
comparable to the possibilities of visual post-production, will be possible in
the future.

9.3 Applications of Results

Major parts of this work, the Spatial Audio Workstation and its room simu-
lation module have been integrated into products of the Fraunhofer Institute
Digital Media Technology (IDMT) and the IOSONO GmbH. Furthermore, the
dynamic interaction processing has been implemented in the spatial rendering
framework of Fraunhofer IDMT used in industrial projects. For the processing
of spherical microphone data, a MATLAB toolbox was developed.

237





Appendix A

Mathematic Formulations

A.1 Coordinate Systems

Depending on the specific problem, different coordinate systems are used. This
section presents an overview of the different coordinate systems.

Cartesian coordinate system The position vector x in Cartesian coordi-
nates is defined by

x =

⎛
⎝x
y
z

⎞
⎠ . (A.1)

The wave vector is defined by

k =

⎛
⎝kx
ky
kz

⎞
⎠ . (A.2)

A volume element used for integration is given by

dV = dxdydz (A.3)

Spherical coordinate system The position vector in spherical coordinates
x is defined by

x =

⎛
⎝φ
θ
r

⎞
⎠ . (A.4)
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The wave vector is defined by

k =

⎛
⎝φ
θ
k

⎞
⎠ . (A.5)

The relation between spherical coordinates and Cartesian coordinates is given
by

x = r sin θ cosφ (A.6a)

y = r cos θ sinφ (A.6b)

z = r cos θ (A.6c)

φ = arctan
y

x
(A.7a)

θ = arccos

(
z√

x2 + y2 + z2

)
(A.7b)

r =
√

x2 + y2 + z2, (A.7c)

where φ,θ, r denote the azimuth, elevation and radius. The parameter range of
these variables is 0 ≤ φ ≤ 2π, 0 ≤ θ ≤ π and 0 ≤ r ≤ ∞. The relation between
the wave vector in spherical coordinates kH and in Cartesian coordinates kC

is analog to the position vector.

A.2 Fourier transformations

A.2.1 Fourier Transform

The Fourier transform (FT) P (ω) = F{p(t)} of a time-dependent signal p(t)
is given by (Kress and Irmer, 1989):

P (ω) =

∞∫
−∞

p(t)e−iωtdt. (A.8a)

P (ω) denotes the complex spectrum, ω = 2πf denotes the temporal frequency
and t the time. The inverse Fourier transform (IFT) p(t) = F−1{P (ω)} is
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given by:

p(t) =
1

2π

∞∫
−∞

P (ω)eiωtdω. (A.8b)

A.2.2 Multidimensional Fourier Transformation

The decomposition of an acoustic field in its plane wave components can be
interpreted as a specialization of multidimensional Fourier analysis of spatio-
temporal signals. This section follows the derivation by Spors (2005). In case
of a spatio-temporal signal p(x, t) the Fourier transform is given by

P̃ (k, ω) =

∫
Ω∈RD

∞∫
−∞

p(x, t)ei〈k,x〉−iωtdtdΩ. (A.9a)

The inverse Fourier transform is given by

p(x, t) =
1

(2π)D+1

∫
K∈RD

∞∫
−∞

P̃ (k, ω)e−i〈k,x〉+iωtdωdK, (A.9b)

where k denotes the wave vector, D the dimension and x the position vector.
The expression 〈k,x〉 represents the inner product of k and x. dΩ and dK
are volume elements of the position and wave vector space, which have to be
defined according to the coordinate system used. The temporal part of the
transformation is independent of the coordinate system used. As the Fourier
transform in the temporal domain, the spatial Fourier transform and its inverse
form a complete set of transformations. A signal can be transformed into the
wavenumber-frequency domain and back into the space-time domain using the
inverse Fourier transformation without loss of any information. The spatio-
temporal Fourier integral can be split into a spatial and temporal part. In
other words, the spatio-temporal Fourier transformation can be expressed as a
temporal Fourier transformation followed by a spatial Fourier transformation.
This property of separability as mentioned above leads to the spatial Fourier
transformation given by:

P̃ (k, ω) =

∫
Ω∈RD

P (x, ω)ei〈k,x〉dΩ (A.10a)
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P (x, ω) =
1

(2π)D

∫
K∈RD

P̃ (k, ω)e−i〈k,x〉dK. (A.10b)

A.2.3 Fourier Series

A given function p(φ) on the unit circle in polar coordinates can be represented
by a Fourier series (FS) (Teutsch, 2007),(Williams, 1999):

p(φ) =

∞∑
ν=−∞

pνe
iνφ. (A.11a)

The Fourier coefficients, pν are given by

pν =

2π∫
0

p(φ)e−iνφdφ. (A.11b)

A.2.4 Discrete Fourier Transform

In case of a sampled signal p(n), the continuous Fourier transform becomes a
discrete Fourier transform (DFT) denoted as DFT{p(n)} given by:

P (k) =

N−1∑
n=0

p(n)e−i 2πk
N

n, (A.12a)

(Kress and Irmer, 1989) where n is the discrete sample index and k the discrete
frequency index. P (k) denotes the discrete spectrum. The inverse discrete
Fourier transform IDFT DFT−1{P (k)} is given with

p(n) =
1

N

N−1∑
k=0

P (k)ei
2πk
N

n (A.12b)
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A.3 Special Functions

A.3.1 Legendre Functions

The Legendre functions Pm
n (x) of an arbitrary argument x are briefly discussed

in this section. A detailed discussion can be found in (Williams, 1999, p. 186–
190). Legendre polynomials Pn(x) are Legendre functions for m = 0 specified
by Rodrigues’ Formula:

Pn(x) =
1

2n n!
· dn

dxn
(x2 − 1)n. (A.13)

Beside the Legendre polynomials, associated Legendre functions exist. These
functions are characterized by two integer indices Pm

n (x), with m �= 0. In case
of positive m, these functions are related to the Legendre polynomials by

Pm
n (x) = (−1)m(1− x2)

m
2

dm

dxm
Pn(x). (A.14)

To retrieve the associated Legendre functions for negative m, the following
expression is used

P−m
n (x) = (−1)m

(n−m)!

(n+m)!
Pm
n (x), m > 0. (A.15)

The main characteristic of the Legendre functions is that they form a complete
set of orthogonal functions for each mode m. This is an important property
for the spherical harmonics, which are investigated in the subsequent sections.

A.3.2 Spherical Bessel and Hankel Functions

The spherical Bessel functions of the first and second kind, jn(x) and yn(x),
are related to the corresponding Bessel functions (Collins, 1998, pp. 73–80),
denoted by Jn(x) and Yn(x), as follows (Williams, 1999, p. 194):

jn(x) ≡
√

π

2x
Jn+ 1

2
(x),

yn(x) ≡
√

π

2x
Yn+ 1

2
(x).

(A.16)
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Figure A.1: Spherical Bessel functions of the first kind jn(x) and the second kind
yn(x) for n ∈ {0, 3, 6} (Thiergart, 2007).

The expressions in (A.16) are valid for n ∈ R. According to (Williams, 1999,

p.194), the spherical Hankel functions of the first and second kind, h
(1)
n (x) and

h
(2)
n (x), are defined as

h(1)n (x) ≡ jn(x) + i · yn(x),
h(2)n (x) ≡ jn(x)− i · yn(x).

(A.17)

Please note that if x is real, h
(2)
n (x) is the complex conjugate of h

(1)
n (x). Fig-

ure A.1(a) illustrates the spherical Bessel functions of the first kind jn(x) for
different levels n. The functions are finite at the origin, and only j0(x) is non-
zero for that case. The spherical Bessel functions for n > 0 show an initial
zero value region around the origin, which is larger for higher n. The functions
decay rapidly for approximately n > x. The spherical Bessel functions of the
second kind yn(x) are depicted in Figure A.1(b), showing a non-finite behavior
at the origin. It is clear from Eq. (A.17) that the spherical Hankel functions
of the first and second kind exhabit a singularity at x = 0 as well.

A.3.3 Spherical Harmonics

The definition of the spherical harmonic functions Y m
n (ϕ, ϑ) is given in Eq. (2.34)

in a spherical coordinate system. (ϕ, ϑ) and (ϕ0, ϑ0) denote two different di-
rections separated by the angle θ. In view of Eq. (A.15), it is obvious that
a spherical harmonic for negative m can be retrieved from the solution for
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positive m by
Y −m
n (ϕ, ϑ) = (−1)m Y m

n (ϕ, ϑ), m > 0, (A.18)

where Y m
n (ϕ, ϑ) is the complex conjugate of Y m

n (ϕ, ϑ). Since −n ≤ m ≤ n,
there exist 2n+ 1 different spherical harmonics for each level n. Compared to
the Legendre functions, the spherical harmonics are not only orthogonal but
also orthonormal (Williams, 1999, p. 191). Hence,∫

S2

Y m
n (ϕ, ϑ) Y m′

n′ (ϕ, ϑ) dΩ = δn′n δm′m, (A.19)

where δn′n is the Kronecker delta which is 1 if n′ and n are equal, and 0
otherwise. The integral over the unit sphere S2 in Eq. (A.19) is given by
definition ∫

S2

dΩ ≡
∫ 2π

0
dϕ

∫ π

0
sinϑ dϑ. (A.20)

The spherical harmonics play a crucial role throughout the 3D analysis of acous-
tic wave fields, as any arbitrary square integrable function f(θ, φ) on a sphere
can be decomposed into a sum of spherical harmonics. This is also known as
inverse spherical Fourier transform ISFT (Driscoll and Healy Jr., 1994, p. 202)
and can be written as

f(ϕ, ϑ) =

∞∑
n=0

n∑
m=−n

Fnm Y m
n (ϕ, ϑ), (A.21)

where the complex constants Fnm(k) are the Fourier coefficients. Since the
spherical harmonic functions are orthonormal, the (forward) spherical Fourier
transform SFT to determine the coefficients Fnm can be computed by

Fnm =

∫
S2

Y m
n (ϕ, ϑ) f(ϕ, ϑ) dΩ, (A.22)

(Driscoll and Healy Jr., 1994, p. 203) Figure A.2 illustrates a complete set of
the spherical harmonic functions for the levels n ∈ {0, 1, 2, 3}. The spheri-
cal harmonic addition theorem is defined a follows. If the angles satisfy the
identity:

cos(θ) = cosϕ cosϕ0 sinϕ sinϕ0 cos(ϑ − ϑ0), (A.23)
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n = 0

n = 1

n = 2

n = 3

m = −3 m = −2 m = −1 m = 0 m = 1 m = 2 m = 3

Figure A.2: Complete set of spherical harmonics Y m
n (ϑ, ϕ) for the levels n ∈

{0, 1, 2, 3}. The squared real parts Re {Y m
n (ϑ, ϕ)}2 are plotted

(Thiergart, 2007).

the additions theorem states that (Arfken and Weber, 2005)

2n+ 1

4π
Pn(cos θ) =

n∑
m=−n

Y m
n (ϕ, ϑ)Y m

n (ϕ, ϑ). (A.24)

A.4 Air Absorption

The numerical values of absorption due to air as used in the simulation within
this thesis are calculated using the following expression (Boone and de Vries,
2004)

αair(f, s) = 8.686f2

[
1.84 · 10−11 p0ref

p0

√
T

Rref

+

(
T

Rref

)− 5
2

·
(
0.01275e

−3352
T

fr0+f2/fr0

+
0.1068e

−3352
T

frN + f2/frN

)]
,

(A.25)
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with p0ref = 1013.25 hPa and Tref = 293.15K. The temperature is denoted
by T and f represents the frequency. For practical situations T = T0 and
p0ref = p0 is assumed. fr0 and frN are defined as

fr0 =
p0

p0ref

(
24 + 4.04 · 104h (0.02 + h)

0.391 + h

)
(A.26)

and

frN =
p0

p0ref

√
Tref

T

(
9 + 280he

−4.170
3

√
Tref
T−1

)
. (A.27)

In Eq. (A.27), h denotes the molar concentration of water vapor in %. Because
in practical situations the relative humidity hr is measured, the following ex-
pression is used:

h =
p0ref
p0

· hr · 108.422−10.06
Tref
T

−5.023 log T
Tref

+23·10−4.44
Tref
T

(A.28)

The calculation gives the frequency-dependent air absorption αair(f, s) in
dB
m .
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A.5 Coherence of Arbitrary Stereophonic

Microphone Setups

Coherence Measurements An important property of a specific stereo-
phonic microphone setup is the inter-channel coherence characteristic. The
correlation and coherence measurements are calculated based on the deriva-
tions in Section 2.7. Now the spatial correlation and coherence in reverberant
acoustic fields are extended to microphones with arbitrary first-order directiv-
ities for the 2D case. Based on the results of Kuster (2008) the more general
3D case is derived here. It is used to characterize different stereo main mi-
crophone setups and compare the results of virtual microphone setups to real
setups. For this purpose 3D formulations of the spatio-temporal coherence
function and correlation function are derived. The signal of two first-order mi-
crophones S1(x1, t) and S2(x2, t) positioned at the points P1 and P2 described
by the vectors x1 and x2 can be written using equation (5.13):

S1(x1, t) = βp1p(x1, t) + βv1ρ0cv1(x1, t) (A.29a)

S2(x2, t) = βp2p(x1, t) + βv2ρ0cv2(x2, t), (A.29b)

where βp〈·〉 describes the directivity of the microphone and βv〈·〉 = (1 − βp〈·〉).
The pressure and velocity for the two points are denoted by p(x〈·〉, t) and
v(x〈·〉, t), respectively. The velocity vector can be expressed in separated com-
ponents for the axes of Cartesian coordinates, including a rotation of the mi-
crophone in azimuth ϕ〈·〉 and elevation ϑ〈·〉 as

S1(x1, t) = βp1p(x1, t) + βv1 cos(ϕ1) sin(ϑ1)X(x1, t) (A.30a)

+βv1 sin(ϕ1) sin(ϑ1)Y (x1, t) + βv1 cos(ϑ1)Z(x1, t)

S2(x2, t) = βp2p(x2, t) + βv2 cos(ϕ2) sin(ϑ2)X(x2, t) (A.30b)

+βv2 sin(ϕ2) sin(ϑ2)Y (x2, t) + βv2 cos(ϑ2)Z(x2, t).

As shown in Section 2.7, it is necessary to decompose the two signals into terms
which are proportional to the pressure and velocity components parallel and
perpendicular to the vector r between the two measurement positions. For this
purpose the two angles ϕ12 and ϑ12 have to be taken into account. Using the
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geometry from Figure 2.8 on page 28, the factor βv can decomposed as

βv‖,1 = βv1 cos(ϕ1 − ϕr) sin(ϑ1 − ϑr) (A.31a)

βv⊥1,1 = βv1 sin(ϕ1 − ϕr) sin(ϑ1 − ϑr) (A.31b)

βv⊥2,1 = βv1 cos(ϑ1 − ϑr). (A.31c)

Now the microphone signals can be written in terms of pressure and particle
velocity components parallel and perpendicular to the vector r as

S1(0, t) = βp1p(0, t) + ρ0cβv⊥1,1v⊥1(0, t) + ρ0cβv⊥2,1v⊥2(0, t) (A.32a)

+ρ0cβv‖,1v‖(0, t)

S2(r, t) = βp2p(r, t) + ρ0cβv⊥1,2v⊥1(r, t) + ρ0cβv⊥2,2v⊥2(r, t) (A.32b)

+ρ0cβv‖,2v‖(r, t).

The basis for the calculation of the spatial correlation coefficient function are
the cross-correlation and auto-correlation functions R12(r, τ), R11(0, 0) and
R22(0, 0). The cross-correlation functions can be calculated by the means of
the expected value operator. Due to its linearity it can be calculated compo-
nentwise (Kuster, 2008). For notation convenience the following terms are left
out because they are zero: Rv⊥,p(r, τ), Rv⊥,v‖(r, τ), Rv‖,v⊥(r, τ) and Rp,v⊥(r, τ)
as derived in (Jacobson, 1979).

R12(r, τ) = (ρ0c)
2 · βv⊥1,1βv⊥1,2 · Rv⊥1,1,v⊥1,2

(r, τ) (A.33)

+(ρ0c)
2 · βv⊥2,2βv⊥2,1 ·Rv⊥2,2,v⊥2,1

(r, τ)

+(ρ0c)
2 · βv‖,2βv‖,1 ·Rv‖2,v‖1(r, τ)

+ρ0c · βv‖,2βp,1 ·Rv‖,2,p1(r, τ)

+ρ0c · βv‖,1βp,2 ·Rp2,v‖,1(r, τ)

+βp,1βp,2 · Rp2,p1(r, τ)

To calculate the correlation coefficient function ρ12(r, τ), Eq. (A.33) has to be
normalized by the values of the autocorrelation function at r = 0 and τ = 0
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given by

R11(0, 0) = β2
p1 ·Rp1,p1(0, 0) (A.34a)

+(ρ0c)
2 · β2

v⊥1,1
· Rv⊥1,1,v⊥1,1

(0, 0)

+(ρ0c)
2 · β2

v‖,1 ·Rv‖1,1,v‖1,1(0, 0)

+(ρ0c)
2 · β2

v⊥2,1
· Rv⊥2,1v⊥2,1

(0, 0)

and

R22(0, 0) = β2
p2 · Rp2,p2(0, 0) (A.34b)

+(ρ0c)
2 · β2

v⊥1,2
· Rv⊥1,2,v⊥1,2

(0, 0)

+(ρ0c)
2 · β2

v‖,2 ·Rv‖1,2,v‖1,2(0, 0)

+(ρ0c)
2 · β2

v⊥2,2
· Rv⊥2,2v⊥2,2

(0, 0).

Using the results form Eq. (2.75e) and Eq. (2.75f), the following expressions
can be found

R11(0, 0) = G2(
β2
p1

2
+

β2
v⊥1,1

6
+

β2
v⊥2,1

6
+

β2
v‖,1

6
) (A.35a)

R22(0, 0) = G2(
β2
p2

2
+

β2
v⊥1,2

6
+

β2
v⊥2,2

6
+

β2
v‖,2

6
), (A.35b)

where G is an arbitrary scaling parameter. Using the above equations and the
correlation coefficient functions between components of the particle velocity,
and/or the pressure as given in Eq. (2.74), the spatial correlation coefficient
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between microphones S1 and S2 in a diffuse field is given by

ρ12(r, τ) =
1√

K1K2
(A.36)

·
[
βv⊥1,1βv⊥1,2 ·

ρv⊥1,1,v⊥1,2
(r, τ)

3

+ βv⊥2,2βv⊥2,1 ·
ρv⊥2,2,v⊥2,1

(r, τ)

3

+ βv‖,2βv‖,1 ·
ρv‖2,v‖1(r, τ)

3

+ βv‖,2βp,1 ·
ρv‖,2,p1(r, τ)√

3

+ βv‖,1βp,2 ·
ρp2,v‖,1(r, τ)√

3

+ βp,1βp,2 · ρp2,p1(r, τ)] ,

with

K1 = β2
p1 +

β2
v⊥1,1

3
+

β2
v⊥2,1

3
+

β2
v‖,1

3
, (A.37a)

K2 = β2
p2 +

β2
v⊥1,2

3
+

β2
v⊥2,2

3
+

β2
v‖,2

3
. (A.37b)

For the derivation of the spatial coherence function, (Kuster, 2008) has pro-
posed the following approach. Using the correlation function, the spectral
densities can be found utilizing Eq. (2.72). Based on the spectral density, the
coherence function γ2(r, ω) can be calculated. The correlation function given
in Eq. (2.75) contains the time-dependent factors sin(ωτ) and cos(ωτ). The
Fourier transform is given by

F{sin(ω0, τ)} = iπ [δ(ω + ω0)− δ(ω − ω0)] (A.38a)

and
F{cos(ω0, τ)} = π [δ(ω + ω0) + δ(ω − ω0)] . (A.38b)

Interpreting the delta functions as defining the spectral densities at the fre-
quencies ω0, the cross-spectral density S12(r, ω) for positive frequencies be-
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comes (Kuster, 2008)

S12(r, ω) =
πG2

2
(βv⊥1,1βv⊥1,2 ·

sin(kr)− (kr) cos(kr)

(kr)3
(A.39)

+βv⊥2,2βv⊥2,1 ·
sin(kr)− (kr) cos(kr)

(kr)3

+βv‖,2βv‖,1 ·
(kr2) sin(kr) + 2kr cos(kr)− 2 sin(kr)

(kr)3

+βp,1βp,2 · sin(kr)
kr

)

+i
πG2

2
(βv‖,2βp,1 · (

sin(kr)− (kr)cos(kr)

(kr)2
)

+βv‖,1βp,2 · (
sin(kr)− (kr)cos(kr)

(kr)2
)),

(A.40)

while utilizing Eq. (2.75). The auto spectral densities are given by

S11(0.ω) =
πG2

2
K1 (A.41)

and

S11(0.ω) =
πG2

2
K2. (A.42)

Using Eq. (A.39) - (A.42) the spatial coherence function between the two mi-
crophones is given by

γ212(ω) =
|S12(r, ω)|2

S11(0, ω)S22(0, ω)
. (A.43)

252



Appendix B

Additional Plots

B.1 Plots Specific to Section 3.5.2
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Figure B.1: Relative error contribution 10 log10(Ea(kr)) of spatial aliasing for the
array configurations in Table 3.2, but for the arrival direction Ω0 =
(0◦, 90◦) Thiergart (2007).
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Figure B.2: Relative error contribution 10 log10(Ea(kr)) of spatial aliasing for the
array configurations in Table 3.2, but for the arrival direction Ω0 =
(−165◦, 22◦) Thiergart (2007).
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B.2 Plots Specific to Section 3.5.3
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Figure B.3: Relative error contribution 10 log10(Ee(kr)) of microphone noise for the
array configurations in Tab. 3.2, but for the arrival direction Ω0 =
(0◦, 90◦) (Thiergart, 2007).
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Figure B.4: Relative error contribution 10 log10(Ee(kr)) of microphone noise for the
array configurations in Tab. 3.2, but for the arrival direction Ω0 =
(−165◦, 22◦) (Thiergart, 2007).
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Figure B.5: Relative error contribution 10 log10(EΩ(kr)) of random positioning er-
rors for the array configurations in Tab. 3.2, but for the arrival direction
Ω0 = (0◦, 90◦) (Thiergart, 2007).
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Figure B.6: Relative error contribution 10 log10(EΩ(kr)) of random positioning er-
rors for the array configurations in Tab. 3.2, but for the arrival direction
Ω0 = (−165◦, 22◦) (Thiergart, 2007).
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Figure B.7: Relative error contribution 10 log10(EΩ(kr)) of vertical offset position-
ing errors for the array configurations in Tab. 3.2, but for the arrival
direction Ω0 = (0◦, 90◦) (Thiergart, 2007).
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Figure B.8: Relative error contribution 10 log10(EΩ(kr)) of vertical offset positioning
errors for the array configurations in Tab. 3.2, but for Ω0 = (−165◦, 22◦)
(Thiergart, 2007).
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Figure B.9: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid mi-
crophone characteristic (MKH 8040) for a constant radius r = 1.5m for
Ω0 = (0◦, 90◦) (Thiergart, 2007).
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Figure B.10: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid
microphone characteristic (MKH 8040) for a radius r = 1.5m for
Ω0 = (−165◦, 22◦) (Thiergart, 2007).
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Figure B.11: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid mi-
crophone characteristic (MKH 8040) for a constant frequency f =
1kHz Ω0 = (0◦, 90◦) (Thiergart, 2007).
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Figure B.12: Relative error contribution 10 log10 EΘ(kr) of a non-ideal cardioid
microphone characteristic (MKH 8040) for a frequency f = 1kHz
Ω0 = (−165◦, 22◦) (Thiergart, 2007).
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Appendix C

Glossary of Acronyms

2D two-dimensional

3D three-dimensional

AAE area of accurate extrapolation

AB stereo microphone setup

AR augmented reality

BL Blumlein stereo microphone setup

DFT discrete Fourier transform

DSTFT discrete short time Fourier transform

DIX directivity index

DI dynamic interaction

DOA direction of arrival

DOF degree of freedom

EDC energy decay curve

EDR energy decay relief

EQ equalizer

FT Fourier transform

FS Fourier series

FFT fast Fourier transform

FIR finite impulse response

GUI graphical user interface

HRTF head-related transfer function

HRIR head-related impulse response

HMD head-mounted display

ISTFT inverse short time Fourier transform

ISFT inverse spherical Fourier transform
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Appendix C Glossary of Acronyms

IDSTFT discrete short time Fourier transform

IR impulse response

IDFT inverse discrete Fourier transform

IFT inverse Fourier transform

IACC inter-aural cross-correlation coefficient

ITD inter-aural time difference

ILD inter-aural level difference

IIR infinite impulse response

LTI linear time-invariant

MISM mirror image source model

MUSHRA multiple stimuli with hidden reference and anchor

NURBS Non-Uniform Rational B-Splines

NSR noise-to-signal ratio

ORTF stereo microphone setup named after the office de
radio-diffusion télévision française

PWD plane wave decomposition

RIR room impulse response

RMSE root mean squared error

SFT spherical Fourier transform

STFT short time Fourier transform

SI static interaction

SNR signal-to-noise ratio

SHD spherical harmonic decomposition

TOA time of arrival

TF transfer function

VR virtual reality

VM virtual microphones

WFS wave field synthesis

WFE wave field extrapolation

WNG white-noise-gain

XML extensible markup language
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Summary

Developments in the area of spatial sound reproduction have led to a large
variety of established audio systems. Systems based on stereophonic principles
are extended and growing from two channels via the ITU-R BS.775 surround
setup to larger systems with more channels including elevated loudspeaker.
On the other hand, sound field reproduction systems aiming to reconstruct an
acoustic field like Wave Field Synthesis (WFS) and Ambisonics, are on the
verge of being available on the market. Additionally, binaural reproduction
is established especially for simulation and auralization applications and psy-
choacoustic research and is now entering the mass market by the success of
smart phones and other devices. All these system are termed as spatial audio
reproduction systems.

Using spatial reproduction systems only very few applications are aiming for
a natural reproduction of a recorded situation. In most cases the aim is to
communicate artistic messages or ideas:

• A recorded music performance transformed to a spatial reproduction by
sound engineers.

• A pure virtual piece of music (e.g., pop music produced in a studio or
electronic music).

• A virtual piece of acoustic art (e.g., radio drama).

• An audio-visual artwork (e.g., a movie and its corresponding sound track).

Most applications do not reproduce a real acoustic environment. The spatial
audio scene is a pure virtual construct. The development and realization of
such a scene is termed sound design. The sound designer tries to communicate
an acoustical idea and needs to transform his abstract concept into acoustic re-
ality in a given environment with a given reproduction system. Such a concept
of sound is not necessarily described by the use of physical models in terms of
geometrical room models with an arrangement of real sound sources. Further-
more such an acoustic idea does not and should not depend on a particular
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reproduction system.

During the last decades of audio signal processing development, a countless
number of tools for the modification of single audio streams have been devel-
oped (e.g., equalizer, compressor, modulation effects like chorus). All these
tools can be used to modify a property of an single audio stream. The sound
designer transforms his acoustic idea into a parameter set for processing devices
to reach his goals of acoustic communication. Besides the artistic knowledge a
strong background in signal processing and the interaction of both is required.
Especially, the perceptual effect of a modification of a property of an audio
stream is the key element in the know-how of a sound engineer, sound designer
or Tonmeister.

In addition, the process of spatial sound design modifies the spatial properties
of an audio stream including its position, direction, orientation in a virtual
room and the acoustic characteristics or the room itself. For the sound design
process two possible models are:

1. The virtual acoustic scene is referred to as an object oriented virtual
reality composed of sound objects and sound manipulating objects (e.g.
walls). An acoustic environment as it can be found in the physical world
is modeled.

2. The virtual acoustic scene and corresponding acoustic field are visual-
ized (direction dependent) in terms of direction dependent perceptual
or physical properties but without a representation of physical possible
objects or sound sources.

The first model limits the sound designer by physical constraints, which are
part of the scene description and have to be implemented on basis of simula-
tions. Moreover the sound designer has to adapt his acoustic idea to simulated
objects. A more intuitive way to modify the sound field is a direct interaction
with a graphical representation as given in the second approach.

The main objective of this thesis is to develop a spatial sound design sys-
tem, which is not bounded by descriptions of physical and geometrical room
acoustics and of which the interaction principles are reproduction system inde-
pendent. The focus of this work lies on the sound design in terms of acoustic
environments, but the introduced principles can easily be extended. It is im-
portant to notice that the basic material is the analysis of existing room or
sound field. Using the principles of spatial sound design these can be modified.
At this point a geometrical or physical correspondence is not required.
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In this work a novel processing chain for spatial sound design based on mea-
sured room impulse responses has been developed. The system is based on
spherical array measurements of room impulse responses. New interaction
methods for sound designers have been developed based on such measurements.
The interaction principles developed are independent of specific reproduction
systems and based on direct interaction with visualizations of spatial impulse
responses. Following this processing chain each building block has been ana-
lyzed in detail.

In the acquisition of spatial impulse responses the properties of cardioid open
sphere virtual microphone arrays were investigated in terms of error robustness
and spatial sampling. Virtual means in this context that the impulse responses
are measured consecutively with a single microphone on a robotic arm. The
capabilities of extrapolation and plane wave decomposition of such a system
were analyzed. The combination of simultaneous measurements on different
radii to extend the usable frequency range was investigated and implemented.

The analysis of measured room impulse responses has been described and a
storage format for the analyzed spatial impulse response has been developed
and used in the realized processing framework. The extraction of single events
(e.g., reflections) from spherical array measurements was studied by measure-
ments in an anechoic room equipped with a single reflecting surface. It was
shown that with adequate spatio-temporal filtering the frequency response of
a reflection can be extracted.

A taxonomy of impulse response visualization was given in order to develop a
reproduction system independent interaction method for spatial sound design.
Suitable techniques for the direct interaction with different visualized direction
dependent impulse responses were investigated and implemented. The inter-
action process was classified in static and dynamic interactions. The static
interaction of the spatial sound design process modifies the parts of the room
impression which are independent from a source position and a specific repro-
duction system. The dynamic interaction process is depending on the source
and reproduction system configuration.

For the static interaction new methods like inverse energy decay curve editing
and the concept of shaping surfaces were developed and applied. Time-variant
filtering, based on the short-time Fourier transform and the spatial envelope
shaping are new principles studied in this context. The dynamic interaction
was analyzed and methods for an efficient design of spatial acoustic scenes
were developed. The interaction techniques that are proposed have been real-
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ized within a graphical user interface for desktop use. An extension of a new
user interface has been described and prototypes have been realized using an
augmented reality framework and state-of-the-art user interface hardware.

The dynamic interaction was studied for wave field synthesis, stereophonic
reproduction and binaural reproduction. Methods for the auralization and
adaptation of measured and modified high resolution data to these three re-
production systems were developed. The effects of measurement errors on the
reproduction quality were investigated using listening experiments employing
simulated measurement data based on mirror image source models and diffuse
field simulations. The advantages of dual radius cardioid spherical microphone
arrays and the developed adaptation methods for stereo, binaural, and WFS
reproduction have been demonstrated.

The methods proposed and developed in this thesis are based on the mea-
surement of room impulse responses. The next step is the application of the
proposed methods to array recordings of complete performances. To make this
possible a multichannel array recording and analysis system with very high
spatial resolution has to be developed. Since the complexity and costs are very
high for real time recording compared with the room impulse response mea-
surements used in this thesis a model which optimizes such a system based on
the human perception will be very important.

The author believes that a tempo-spatial editing of recorded events, will be
available in the future and extend the freedom of the sound design process in
a unprecedented way. One can think of a simultaneous recording of a acoustic
event where the spatial arrangement and the properties of the different sources
can be changed and edited in the post production process without recording
each source separately.
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Ontwikkelingen op het gebied van ruimtelijke geluidweergave hebben geleid tot
een grote variëteit van gevestigde audiosystemen. Op stereofonische principes
gebaseerde systemen zijn uitgebreid van twee kanalen, via de ITU-R BS.775
surround setup, tot grote systemen met vele kanalen, inclusief luidsprekers
boven het horizontale vlak. Anderzijds staan weergavesystemen die de recon-
structie van een geluidveld beogen - zoals golfveldsynthese (wave field synthesis,
WFS) en ambisonics - op het punt om door te breken op de markt. Daarnaast
is er de binaurale reproductie, speciaal ontwikkeld voor toepassingen op het
gebied van simulatie, auralisatie en psycho-akoestische research. Deze vindt
zijn weg op de consumentenmarkt door het succes van smartphones en andere
apparatuur. Deze systemen worden ruimtelijke audio-reproductiesystemen ge-
noemd.

Slechts heel weinig toepassingen van ruimtelijke reproductiesystemen beogen
een geregistreerde akoestische situatie natuurgetrouw weer te geven. Meestal
is het doel om artistieke boodschappen of ideeën door te geven, zoals:

• een opname van een muziekuitvoering die door geluidtechnici tot
ruimtelijke weergave is omgewerkt;

• een zuiver virtueel stuk muziek (b.v. popmuziek geproduceerd in een
studio, of elektronische muziek);

• een virtueel akoestisch kunstwerk (b.v. radiodrama);

• een audio-visueel kunstwerk (b.v. een film en de bijbehorende sound-
track).

De meeste toepassingen reproduceren geen werkelijke akoestische omgeving,
maar een zuiver virtuele ’audio scene’. De ontwikkeling en realisatie van
zo’n scene wordt geluidontwerp genoemd. De geluidontwerper probeert een
akoestisch idee weer te geven en moet zijn abstracte concept omvormen tot een
akoestische werkelijkheid, in een gegeven omgeving en met een gegeven weer-
gavesysteem. Zijn geluidconcept wordt niet noodzakelijkerwijs beschreven door
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geometrische ruimtemodellen en een configuratie van werkelijke geluidbronnen.
Bovendien hangt zijn geluidconcept niet af van een bepaald weergavesysteem.
Dat moet ook niet.

In de laatste decennia zijn talloze ’tools’ ontwikkeld voor de modificatie van
individuele ’audio streams’ zoals de equalizer, de compressor en modulatie-
effecten zoals chorus. Deze tools kunnen worden gebruikt om een bepaalde
eigenschap van een enkele audio stream te veranderen. Om de gewenste akoestis-
che communicatie tot stand te brengen vertaalt de geluidontwerper zijn akoestis-
che idee in een set parameters om zijn tools aan te sturen. Naast artistieke
kundigheid is hierbij een gedegen kennis van signaalverwerking vereist en ook
moet de interactie tussen beide disciplines worden begrepen. Het belangrijkste
element in de know-how van een geluidtechnicus, geluidontwerper of ’Ton-
meister’ is het inzicht in de perceptieve effecten die een modificatie van een
eigenschap van een audio stream veroorzaakt.

Het proces van ruimtelijk geluidontwerp verandert de ruimtelijke eigenschap-
pen van een audio stream, zoals zijn positie, richting en oriëntatie in een virtuele
ruimte, en de eigenschappen van die ruimte zelf. Twee modellen zijn mogelijk
voor ruimtelijk geluidontwerp:

1. De virtuele acoustic scene wordt beschouwd als een object-georienteerde
’virtual reality’, samengesteld uit geluidobjecten en objecten die het
geluid manipuleren (b.v. muren). Zo wordt een akoestische omgeving
gemodelleerd zoals in werkelijkheid kan worden aangetroffen.

2. De virtuele acoustic scene en het daarmee corresponderende geluidveld
worden richtingafhankelijk gevisualiseerd, in termen van richtingafhanke-
lijke perceptieve of fysische eigenschappen, maar zonder een representatie
van fysische mogelijke objecten of geluidbronnen.

Het eerste model beperkt de geluidontwerper door fysische voorschriften die
onderdeel zijn van de beschrijving van de audio scene en die op basis van sim-
ulaties moeten worden gëımplementeerd. Daarnaast moet de geluidontwerper
zijn akoestische idee aan gesimuleerde objecten aanpassen. Een meer intüıtieve
manier om het geluidveld te veranderen is directe interactie met een grafische
representatie ervan, zoals geboden door het tweede model.

Het voornaamste doel van dit proefschrift is de ontwikkeling van een ruimtelijk
geluidontwerpsysteem dat niet wordt beperkt door beschrijvingen van fysis-
che en geometrische akoestische ruimten en waarvan de interactieprincipes on-
afhankelijk zijn van het weergavesysteem. De focus van het werk is gericht op
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geluidontwerp in termen van akoestische omgevingen, maar de voorgestelde
principes kunnen gemakkelijk worden uitgebreid. Het is belangrijk te be-
denken dat het basismateriaal bestaat uit de analyse van een geluidveld in
een bestaande ruimte. Gebruikmakend van de principes van ruimtelijk gelu-
idontwerp kan dit materiaal worden veranderd tot voorbij het punt waar ge-
ometrische en fysische overeenkomsten vereist zijn.

De in dit proefschrift beschreven nieuwe bewerkingsketen voor ruimtelijk gelu-
idontwerp is gebaseerd op pulsresponsies van een ruimte, gemeten met sferische
(d.i. bolvormige) microfoonarrays. Deze metingen vormen de basis voor nieuwe
interactiemethoden voor geluidontwerpers, onafhankelijk van een specifieke
weergavesysteem. Ze gaan uit van directe interacties met visualisaties van
de ruimtelijke pulsresponsies. Elke stap van de bewerkingsketen is in detail
geanalyseerd.

Bij de acquisitie van ruimtelijke pulsresponsies zijn de eigenschappen van vir-
tuele (d.w.z. met één of enkele microfoons serieel samengestelde) open sferische
microfoonarrays onderzocht in termen van foutbestendigheid en ruimtelijke be-
monstering. De mogelijkheden van extrapolatie en vlakke golf-ontbinding van
deze systemen zijn onderzocht. De combinatie van simultane metingen met
arrays van verschillende diameter, met als doel het bruikbare frequentiegebied
uit te breiden, is onderzocht en toegepast. De analyse van gemeten pulsre-
sponsies is beschreven. Een geschikt opslagformaat voor het analyseresultaat
is ontwikkeld en toegepast in het bewerkingsproces. De selectie van individuele
elementen, b.v. een enkele reflectie, uit metingen met een sferisch microfoonar-
ray is onderzocht aan de hand van metingen in een dode kamer met daarin
een enkel reflecterend oppervlak. Aangetoond is dat met adequate filtering
in het ruimte-tijd domein de frequentieresponsie van zo’n reflectie kan worden
bepaald.

Een taxonomie van de visualisatie van pulsresponsies is gegeven met als doel
een interactiemethode voor ruimtelijk geluidontwerp te ontwikkelen die on-
afhankelijk is van het reproductiesysteem. Geschikte technieken werden on-
twikkeld voor directe interactie met gevisualiseerde, richtingafhankelijke pul-
sresponsies. Het interactieproces wordt onderscheiden in statische en dynamis-
che interactie. De statische interactie van het ruimtelijk geluidontwerpproces
verandert die delen van de ruimte-indruk die onafhankelijk zijn van de bron-
positie en van een specifiek reproductiesysteem. Het dynamische interactiepro-
ces hangt af van de configuraties van de bronnen en het reproductiesysteem.

Voor de statische interactie zijn nieuwe methoden ontwikkeld en toegepast,
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zoals inversie van de energie-afnamecurve en het concept van ’shaping surfaces’.
Tijdvariante filtering, gebaseerd op short-time fouriertransformatie en shaping
van de ruimtelijke omhullende zijn nieuwe principes die in dit verband zijn
onderzocht. De dynamische interactie is geanalyseerd en methoden voor een
efficiënt ontwerp van ruimtelijke akoestische omgevingen werden ontwikkeld.
De voorgestelde interactietechnieken zijn gerealiseerd met een grafisch ’user
desktop interface’. Een nieuw, uitgebreid user interface is beschreven en pro-
totypes zijn gerealiseerd met gebruik van een ’augmented reality’ - omgeving
op een geavanceerde computer.

De dynamische interactie werd onderzocht voor golfveldsynthese, stereofonis-
che weergave en binaurale reproductie. Methoden voor auralisatie van gemeten
en gemodificeerde hoge-resolutie data, aangepast aan deze drie weergavesyste-
men, zijn ontwikkeld. De effecten van meetfouten op de weergavekwaliteit zijn
onderzocht aan de hand van luisterproeven waarbij gesimuleerde data wer-
den gebruikt, gebaseerd op spiegelbronmodellen en diffuus-veld simulaties. De
voordelen van dubbel-diameter sferische cardioide-microfoonarrays, en van de
ontwikkelde methoden voor aanpassing aan de diverse weergavesystemen zijn
gedemonstreerd.

De methoden die in dit proefschrift zijn voorgesteld en ontwikkeld zijn gebaseerd
op het meten van pulsresponsies van ruimten. De volgende stap is toepassing
van de voorgestelde methoden op ’real-time’ arrayopnamen van complete ’per-
formances’. Om dit mogelijk te maken dient een meerkanaals arrayopname-
en analysesysteem met zeer hoge ruimtelijke resolutie te worden ontwikkeld.
Gezien de hoge complexiteit en kosten van zo’n systeem in vergelijking met
de pulsresponsiemetingen die in dit proefschrift zijn gebruikt zal de ontwikke-
ling van een model dat dit systeem optimaliseert met inachtneming van de
menselijke perceptie zeer belangrijk zijn.

De auteur gelooft dat bewerking in het ruimte-tijd domein van opgenomen
producties in de toekomst mogelijk zal zijn, waarmee de vrijheid van het gelu-
idontwerpproces op een tot dusver ongekende manier wordt vergroot. Men
kan hierbij denken aan een simultane opname van een akoestische performance
waarvan in nabewerking de ruimtelijke configuratie en de eigenschappen van
de verschillende bronnen kunnen worden veranderd zonder dat die bronnen
afzonderlijk zijn opgenomen.
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